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Abstract

The management of large video databases, especially those containing motion

picture and television data, is a major contemporary challenge. A very significant

tool for this management is the ability to retrieve those segments that are percep-

tually similar to a query segment. Another similar but equally important task is

determining if a query segment is a (possibly modified) copy of part of a video in

the database. The basic way to perform these two tasks is to characterize each video

segment with a unique representation called a signature. Using semantic information

for the construction of the signatures is a good way to ensure robustness in retrieval

and fingerprinting. Here a ubiquitous semantic feature, namely the existence and

identity of human faces, will be used to construct the signature. A fast algorithm

has been developed to quickly and robustly perform these two tasks on very large

video databases. The prerequisite face recognition was performed by a commercial

system. Having verified the basic efficacy of our algorithm on a database of real

video from motion pictures and television series, we then proceed to further explore

its performance in an artificial digital video database, which was created using a

Preprint submitted to Signal Processing: Image Communication 26 March 2009



probabilistic model of the video creation process. This enabled us to explore varia-

tions in performance based on parameters that were impossible to control in a real

video database. Furthermore, the suitability of the proposed approach for very large

databases was tested using (artificial) data corresponding to hundreds or thousands

of hours of video.

Key words: video fingerprinting, video retrieval, face recognition, semantic

features

1 Introduction

Advances in digital video technology in the last decade, particularly in syn-

ergy with computer technology, have resulted in an explosion in the amount of

available digital video. This is often in the form of large video databases that

contain hundreds or thousands of hours of digital video. Digital video has

opened up the potential of using video sources in ways other than the tradi-

tional serial playback. However, this requires the development of new technolo-

gies for accessing and manipulating digital video [1]. Additionally, the amount

of digital video data, which has the potential of becoming much greater than

that of traditional analog video, necessitates the development of digital video

management tools for handling massive video databases. Finally, the ease with

which digital video (like all digital media) can be flawlessly copied, makes the

development of appropriate rights protection and authentication tools highly

desirable.

Video retrieval is a fundamental technology for the management of digital
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video. Given a video database, the goal of video retrieval is to locate one or

more video segments that the user is interested in. Video retrieval methods are

comparable to those used for the retrieval of other types of multimedia objects,

such as images and usually follow one of two paradigms. In the case of query-

by-keyword, the image or video database is annotated with keywords or other

metadata. This annotation can be performed manually, semi-automatically or

automatically. The user then enters the keywords that best describe what he

is searching for or he interacts with a user interface that produces some other

appropriate metadata. These metadata are then used to perform a textual or

symbolic search in the database. On the other hand, query-by-example means

that the images or videos in the database are characterized (almost always

using automatic methods) with an appropriate set of features, which consti-

tute a reduced dimensionality representation of the digital item. We call this

representation a signature. The user then inputs or selects an image or video

similar to the one that he is searching for. Then, a set of features is extracted

from the user image or video and used to find images or videos with similar

features in the database, sometimes using advanced indexing techniques.

Another technology which is useful for the management of video, particularly

with respect to rights protection, is fingerprinting [2,3], also known as per-

ceptual hashing or replica detection. This is defined as the identification of a

video segment using a representation called fingerprint (or sometimes percep-

tual hash), which is extracted from the video content. The fingerprint must

uniquely identify a video segment, but does not necessarily need to represent

its content. Additionally, it must remain the same when a video segment is

manipulated, usually by common video processing operations such as resizing,

cropping, histogram equalization, compression etc. Fingerprints can be used
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for establishing whether two given segments are either identical or derived

from each other, and also for establishing whether a video segment is identical

with (or derived from) any segment within a given video database. The major

difference between fingerprinting and retrieval is that the similarity criterion is

usually looser in retrieval, since the user is often interested not only in copies

of a video segment, but also in video segments that are perceptually similar

to it. Apart from differences in their use, a fingerprint and a signature can be

said to be essentially the same thing, and in the following we will use the term

“signature” to refer to both.

In the case of retrieval, the user is usually interested either in the n best

matches, or in those matches whose goodness is above a certain threshold, or

simply in a list of matches arranged from best to worst. Alternatively, the user

may be interested in only one match, the best one. In the case of fingerprinting

the user is interested in finding whether a specific segment exists within a

database, which is similar to the task of retrieval of only one match. However,

fingerprinting algorithms differ in that they are required to be able to return

an empty result set (in both the above cases), when no identical segments are

identified.

The following attributes are generally desirable for a query-by-example re-

trieval and/or fingerprinting algorithm:

(1) Uniqueness, which means that two different videos should have different

signatures, while two semantically equal videos should have the same sig-

nature. A broader way to express the above is to say that the distance

between the signatures of two different video segments is roughly propor-

tional to the perceptual distance between the videos themselves. In the
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case of fingerprinting semantic identity between two videos is equivalent

to the ability to transform one into the other through common manipu-

lations.

(2) Robustness with respect to noise and content manipulation, e.g. com-

pression. This includes, especially in the case of fingerprinting, malicious

manipulation that attempts to circumvent intellectual rights protection

mechanisms. One way to achieve robustness is to extract features from

the video that are semantic in nature, and that are also as temporally

invariant as possible.

(3) Temporal Segmentation Invariance [4], which describes whether the com-

parison between two video segments is invariant with respect to their

exact temporal limits. The algorithm should not require that a video seg-

ment starts and ends in a set of predefined times (e.g. shot boundaries).

One way to achieve this is by having a signature that is not defined only

for specific discrete partitions of the video, but is defined for every frame.

(4) Indexability [5]. It describes the ease of seeking and retrieving a specific

video segment in a large database based on its signature. This is condi-

tional on two factors: a) high granularity of the indexed quantities (to

avoid serial searches as much as possible), and b) low fingerprint dimen-

sionality (since, in general, multidimensional indexing techniques are very

inefficient) [6] .

(5) Segment Length Independence. Ideally, an algorithm should function equally

well for the retrieval of query segments of all sizes. However, larger seg-

ments contain more information than smaller ones, and thus algorithms

usually produce better results with larger segments.

Various approaches have been tried in order to perform retrieval or finger-
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printing on video sequences. Below we give a list of the major families of such

algorithms (mostly for retrieval), along with their inherent limitations:

(1) Color Statistics. The most common of them is the color histogram. They

are usually considered within shots [7,8,9,10], which raises problems re-

garding temporal segmentation invariance. It also raises consistency is-

sues regarding shot detection. It is also difficult to achieve good index-

ing performance, since color is not necessarily a discriminant feature for

video. Furthermore, color histograms tend to have a high dimensionality.

(2) Keyframe Comparison. This involves segmenting both the query video

sequence and the video database into appropriate segments (e.g. shots),

extracting characteristic frames (keyframes) from each segment and then

treat the video retrieval problem as an image retrieval problem [11]. This

approach has problems regarding the consistency of the temporal seg-

mentation, but these are compounded by consistency problems regarding

the selection of the keyframes.

(3) Global / Object Motion. There are two ways to use motion as a signa-

ture. One is to use general optical flow statistics for specific video seg-

ments [12,13,14,10], and the other to use motion trajectories of specific

objects [15]. The first way has several problems: dependence on the tem-

poral segmentation involved (e.g. shot boundary detection), vulnerability

to compression (especially MPEG1 / MPEG2 encoding), indexing issues.

The second one avoids shot dependence and compression problems. How-

ever, it is rather difficult to devise an appropriate indexing method for

it. Furthermore, it is susceptible to inconsistencies arising from pertur-

bations in object trajectories due to the instability of object detection

caused by video noise. Finally, this approach obviously does not work
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when there is little motion in a video segment (e.g. a dialog).

This work is based on the use of signatures utilizing the existence of faces of

distinct individuals, such as actors, in order to robustly characterize a video

segment. This is an obvious basis for characterization in many high-value and

common video types like motion pictures and television series, although it may

not be applicable in other types, e.g. sports videos, news and documentaries.

We present the use of such signatures in fast (logarithmic-time) algorithms

for video retrieval and fingerprinting, and investigate the effectiveness of such

algorithms. We do not concern ourselves with face detection and recognition,

since ample work has been performed on both subjects [16]. We also investi-

gate the consistency and robustness of using such algorithms in retrieval and

fingerprinting tasks, depending on the characteristics of the underlying face

detection and recognition algorithms. Preliminary work on the viability of this

method has been presented in [17].

A number of works until now [18,19,20,21] have been published on the subject

of the use of face-related information for video indexing. However, they have

not dealt with the organization and efficient indexing of such information —

their topic was face recognition with a view to its eventual application on in-

dexing. Thus, they actually present an excellent foundation in providing input

to our work, in the form of detected and/or recognized faces. This is especially

true for the works of Satoh [19] and of Eickeler et al [18], who perform identity

recognition on the faces they detect. There has been some work that actually

utilizes face information as a video signature, for example Chan et al. [22] who

characterize video shots using face information, and Viallet and Bernier [23]

who evaluate the similarity between different shots based on face information.

None of the above, however, address video retrieval and fingerprinting in large
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databases. It should be noted that here we do not propose a face detection and

recognition method, but we investigate the effect of different parameters of the

face detection and recognition process on the retrieval and fingerprinting per-

formance of our method. The data used for this purpose are constructed by a

probabilistic model describing the appearance of faces in videos. These data

are modified by modelling the performance of face detection and recognition

modules. Since this performance is never perfect, face detection and recog-

nition are viewed as being equivalent to the addition of noise to the video

signature. The practicality of our system has been already verified by imple-

menting a real system and testing its retrieval performance on a database

of real video. Our algorithm is robust to video noise and manipulations be-

cause it is based on semantic information, which is largely unaffected by such

changes. It is also robust to changes in the boundaries of query segment and

to malfunctions of the face detector and recognizer. Finally, it is well suited

to large video databases, having been tested on artificial data corresponding

to thousands of hours of video.

The paper is organized as follows: In Section 2, we define the video similar-

ity metric we have based our algorithm on. The algorithm itself is described

at Section 3. In Section 5 we demonstrate the practicality of our approach

through experiments that have been performed on a database of real video.

Section 4 is the most important part of the present work, as it explores the

performance of our algorithm with respect to the performance of face detection

and recognition. Conclusions are presented in the Section 6.
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2 Video Similarity Metric

In the following, we first rigorously define the way we characterize a video using

a signature which is derived from the existence of individual faces in the video.

We consider the detection and identification of these faces as a to be a task

that has either been solved or is to be solved outside the scope of this work.

That is, we assume that an appropriate face detection and recognition module

already exists. Subsequently, we give a measure for defining the similarity of

two video segments based on their signatures.

2.1 Format of Signature

Our aim is to characterize a video V, consisting of N consecutive frames

fn such that V = {f1 f2 . . . fN}, through an appropriately constructed

signature. Assume that there exist M individual persons sm in V, so that

S = {s1 s2 . . . sM} is the set of all persons that have been imaged in the video.

With no loss of generality, we can limit S to contain only the individuals of in-

terest — excluding for example the extras in a motion picture. We then apply

to V a face detector and recognizer F , whose output G(n, m) is the certainty

that person sm appears in frame fn (i.e. G(n,m) = Prob{sm is imaged in fn}).

We will name this certainty recognizability. G(n, m) can either be a hard (bi-

nary) decision, i.e. G(n, m) ∈ {0, 1} or a soft one, in which case G(n,m) ∈

[0, 1]. In order to reduce the amount of information that is required to repre-

sent Vthrough G(n,m), for each person sm all frame intervals Im
i = [am

i , bm
i ]

such that G(n, m) > 0, n ∈ [am
i , bm

i ] and Im
i 6⊂ Im

j ,∀i 6= j are found. Im
i

then define a face occurrence Fm
i = G(n,m)|b

m
i

n=am
i

which is the average rec-
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ognizability of a specific person within the interval Im
i . G(n, m) can thus be

approximated by a function F (n, m) which contains the unit step function

u(n) and [am
i , bm

i ] which is the i-th interval that contains the face of the m-th

person:

F (n,m) =
∑

i

Fm
i [u(n− am

i )− u(n− bm
i )] (1)

Each signature triplet (Fm
i , am

i , bm
i ), i = 1, . . . , N corresponding to a person

Sm is a pulse in the video time domain, as shown in Figure 1. Thus the

signature for a single person is a pulse series, and the complete signature is a

superposition of M pulse series, as shown in Figure 2(a).

…

Video Segment

Video Signature

t

Fig. 1. Example of the relation between the appearance of a person’s face in a scene

and the corresponding signature quartet.

Therefore, the video V is characterized by a signature consisting of quartets

of values (sm, Fm
i , am

i , bm
i ), m = 1, . . . ,M, i = 1, . . . , N . A unique face ap-

pearance, i.e. the information that person sm has been detected from frame

am
i to frame bm

i with a confidence of Fm
i is represented by a quartet. A video

contains
∑M

m=1 gm � N ×M quartets, where gm is the number of appearances

of person sm in the video, and N and M are the total numbers of frames and

persons in the video. In practice, in order to reduce the amount of redundant

data in the signature, it is better to discard face occurrences that are too short
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and to unify proximate occurrences of the same face.

2.2 Signature Similarity

Our objective is to compare two video segments V1 and V2. Assuming a

common set of faces S, Equation (1) can be used to characterize V1 and

V2 with their respective F1(n,m) and F2(n, m). Since we do not know in

advance the temporal alignment of the two videos, F2 is moved by an arbi-

trary displacement d with respect to F1. We will define as co-occurence C

the evidence that the two videos are the same, based on their signatures.

In the case of a binary decision recognizer such evidence exists if and only

if a specific person m exists at a specific frame n in both signatures, i.e.

Chard(d, n, m) = F1(n, m) · F2(n + d,m). If the detector produces a mea-

sure of recognizability, the evidence that a specific person occurs in both

signatures depends on this recognizability. The evidence of co-existence is

only as good as the worst recognizability of the two signatures, and thus

C(d, n, m) = min(F1(n,m), F2(n+d,m)). The overall evidence of similarity of

F1(n, m) and F2(n, m) for a specific displacement can be computed by sum-

ming Chard(d, n, m) over all frames and persons. In order to achieve invariance

with respect to the lengths of the two video segments (respectively N1 and N2,

assuming N1 ≤ N2), C can be regularized by dividing by N1 and the number

of possible persons, M . In the case of a hard detector (whose output is 0 or

1) this corresponds to:

Chard(d) =
N1∑
n=1

M∑
m=1

F1(n, m) · F2(n + d,m)

N1M
(2)
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which is the correlation between the binary signals F1 and F2. In the case of

a detector that produces detection certainties, we have:

Csoft(d) =
N1∑
n=1

M∑
m=1

min(F1(n,m), F2(n + d,m))

N1M
(3)

The formulation of C can be explained as a representation of the overlap

between the rectangles that correspond to the quartets which refer to the

same person in the two signatures. The similarity of the two signatures is

defined as the maximum value of co-occurence Cmax = maxd C(d), obtained

when sliding one signature in relation to the other. The computation of C(d)

and Cmax is similar to the computation of the convolution between the two

face signature signals. This has the effect that small changes in the signature,

such as splits, shifts, changes in height or in width of the quartet rectangles

do not affect Cmax . Having established a method for computing the similarity

between two signature segments, searching for a specific video in a database

entails simply comparing a candidate segment with the whole database and

declaring a match when the similarity exceeds a certain threshold. However

doing this exhaustively is computationally extremely expensive. Thus we have

developed an algorithm that does this in near-logarithmic time with respect

to the size of the database. Finally

3 Retrieval-Fingerprinting Algorithm

In the following we will give a complete description of our algorithm, which is

schematically illustrated in Figure 2. Its basic ideas are the following:

(1) Indexing of the quartet database to enable realistically quick access.
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(2) Search based on the most salient faces in the video segment (Figure 2(a)).

(3) Find pairs of faces corresponding to the same persons in the query video

and in the database (Figure 2(b)).

(4) Computation of the similarity (Equation 3) only on those points in the

signature where it has the potential to be maximum (Figure 2(c) and

Figure 2(d)), as proved in Appendix A.

3.1 Algorithm Description

As already mentioned, our method characterizes video segments based on

whether the faces of specific persons appear on them. We assume that an

appropriate face detector and a face recognizer already exist, and their results

are taken to be a given and are not a subject of investigation themselves. They

are only of interest inasmuch as they influence the performance of retrieval

and fingerprinting algorithms.

In the following, when we declare a sub- or super-scripted Q, we will assume

it is a quartet of the form Q = {s, F, a, b}, where s, F , a and b have the same

sub- and super-scripts as Q. Sets of quartets will be noted in bold.

When the video database is initialized, a database index Isa is created over

all the signature quartets Qdb in the database, indexing them first on the

person identity s and then on the start frame a. It is assumed that the videos

are arranged sequentially in the database. Two other indexes Ia and Ib are

created based on the quartets’ start frame a and end frame b alone. These

indexes are crucial for enabling near-logarithmic access (with respect to the

size of the database) to the quartets in the database. This is further explored
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(b) For each occurance (in this case 16) compute probable displacement

(c) For each element in the query (in this case 3) find compatible elements within the displacement

(a) Select most trustworthy element (6) and search database for its occurances

(d) After finding all possible matches, evaluate the overlap at all possible maxima. 

search range

Person 1

Person 2

Person 3

Person 4

Fig. 2. Graphical overview of the signature search and matching algorithm. Different

shades of grey correspond to distinct individuals. Signature quartets are represented

by numbered rectangles.

in Section 3.2.

The following algorithm (illustrated in Figure 2) is proposed for finding match-

ing segments in the database with respect to a query segment Vquery , which
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is characterized by a signature consisting of a set of quartets Qquery :

(1) Find the quartet in Qquery that has the greatest area (duration × rec-

ognizability) in order to use it as a base for searching, and name it the

trusted quartet Qtrust . Thus the trusted quartet has the following prop-

erty:

F trust(btrust − atrust) = max
j

F query
j (bquery

j − aquery
j ) (4)

(2) Find (through the index Isa) all quartets Qbase in the database that refer

to the same person as Qtrust :

Qbase = {Qbase ∈ Qdb : sbase = strust} (5)

These will be used as the base for evaluating the segments around

them, and be named base quartets (Figure 2(a)).

(3) For each base quartet Qbase
i ∈ Qbase found in the previous step:

(a) Add the pair consisting of the current base quartet Qbase
i and the

trusted quartet Qtrust into a new list L, which will contain pairs of

compatible quartets, i.e. quartets from the candidate segment (in the

database) and the query segment which refer to the same person.

(b) Calculate a displacement window [adisp
i , bdisp

i ], centered on Qbase
i , for

finding possible matches in the database (Figure 2(b)), where:

bdisp
i =

(bbase − abase)

2
+

(btrust − atrust)

2
(6)

adisp
i = −bdisp

i (7)

(c) Then using the current base quartet Qbase
i , which we have found in

the database, do the following for each query quartet Qquery
j ∈ Qquery

:
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(i) Find (through the database indices Ia and Ib) the set of com-

patible quartets Qcomp
ij in the database, i.e. those quartets that

belong to person squery
j and which overlap with a window of size

bdisp
i − adisp

i which is centered on Qquery
i .

(ii) If no quartets are found, increment a counter n. If, for all query

quartets examined so far for the current base quartet Qbase
i

we have n > Treject , where Treject a threshold, then proceed to

the next database quartet Qbase
i+1 that has the same person with

Qtrust .

(iii) Add the pairs consisting of Qquery
j on the one hand, and all the

recovered Qcomp
ij ∈ Qcomp

ij on the other, into the list L. It should

be noted that, because a face cannot exist more than once in

each frame, the intervals in Qcomp
ij do not overlap.

(d) Extract from list L a pair of quartets that have been accumulated in

the above steps. Name the pair Qleft
l , Qright

l . Then, for each pair:

(i) Evaluate the area of overlap vil of Qleft
l , Qright

l for all displace-

ments dil between the query segment and the candidate segment

that correspond to possible maxima of the value of this area.

These displacements are proven to be those and only those that

have aleft + dil = aright or bleft + dil = bright . The proof is given in

in Appendix A.

(ii) Select the maximum match quality voptimal
i = maxl vil and also

keep the corresponding displacement doptimal
i . As we have seen

in Section 2.2, this equates to finding the maximum similarity

(as per Equation (3) ) when using this base quartet. If all Qbase
i

were rejected due to Treject , do not return a voptimal
i (effectively

set it to ∞).
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(e) Clear the list L.

(4) Select the final similarity voptimal = maxi v
optimal
i . If no voptimal

i were re-

turned due to Treject , the algorithm returns a result of “not found”. Al-

ternatively, if the user requires more than one match, keep the n highest

values of voptimal
i . In the case of fingerprinting, if the ratio between this

similarity and the area of the original query segment (i.e. the error) is

below a threshold Tv, then declare a match, otherwise declare no match.

Also keep the corresponding displacement doptimal .

(5) Optionally, if no match is found repeat all above for the next most trust-

worthy quartet. In our experiments we have done so.

Note that, if one wishes to continue verifying the retrieved segment Step 3c

can be repeated for the quartets beyond Qquery , keeping doptimal but adjusting

voptimal and checking if the error exceeds a modified threshold T ′
v. This is

particularly useful when the query segment is a part of a larger video, e.g. is

derived from streaming video.

3.2 Computational Complexity Analysis

The computational complexity of the proposed algorithm is obviously not

constant, but depends on the distribution of faces in the query segment and the

video database. In the following, M is the number of persons in the database,

Gm the number of appearances of person m in the database and G the total

number of quartets in the database. Additionally, Gquery is the number of

quartets in the query segment, Hg the number of quartets in the neighborhood

of quartet Qg that correspond to the same person sg as Qg, and Hg the average

of Hg for all quartets.
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First, in Step 2 of the algorithm, an indexed search for a specific person is

performed, having (due to the index) a complexity of O(log M). Then, in Step

3, all quartets of this person are processed, giving a complexity of O(Gm). In

Step 3c, for each quartet found in Step 3 and for each quarter in the query,

an indexed search for nearby quartets is performed, with a complexity of

O(Gquery ·log G). Those quartets that do not have enough matches are rejected.

Since it was observed that the percentage of quartets rejected is proportional

to Gquery , the final complexity of Step 3c ends up being O(log G). In Step 3d,

all quartets of Step 3c that have not been rejected are checked for overlap

with nearby quartets, with a complexity of O(Hg). Thus the total complexity

of the algorithm is O(log M · log G ·Gm ·Hg).

Of the above factors, only Gm and log G are significant, since Hg is consis-

tently small (usually less than 10) and M is much lower than G, causing log M

to affect performance even less than log G. G, being the number of signature

quartets in the video database, is quite a large number (from our data we have

estimated one quartet for every 5 seconds of video), but since its logarithm

is taken it does not impact performance very much. The biggest factor influ-

encing complexity is Gm, since it is not logarithmic and can be quite high.

In practice, since the search is based on only one quartet per query segment

(i.e. the “trusted” quartet in Section 3) and all Gm are known in advance for

the database, we can avoid using quartets corresponding to persons with very

high Gm (i.e., those that refer to very popular actors) as trusted quartets.

This optimization was employed in our experiments, with little degradation

in retrieval and fingerprinting performance.
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4 Experiments on an Artificial Database

Video Database

Face detection
and recognition

Quartet database

Query video segment

Query segment 
(quartets)

Retrieval / Fingerprinting

Video distributions 
(scenes, shots, faces)

Knowledge of
video formation
process

Video model

Quartet database

Face detection
and recognition
       model

Face detector and
recognizer distributions

Query segment
(quartets)

Quartet database Query segment
(noisy quartets)

Experiments with
real video data

Experiments with
artificial data

Fig. 3. Schematic flowchart of the creation and use of the artificial video signature

database, juxtaposed with the regular retrieval/fingerprinting process.

The interest of this work is to investigate the performance of the proposed

video indexing and fingerprinting method when applied on large databases

(typically containing hundreds of hours of video). However, the effort of apply-

ing different types of face detectors and recognizers on large video databases,

in order to derive the data required for the experimental performance evalu-

ation of the proposed indexing and fingerprinting method, is extremely high.

Therefore we have elected to perform the quantitative part of the experimen-

tal testing of our algorithm on appropriately constructed artificial data, an

approach that has been followed before in the field of video indexing, e.g. in

[5]. To achieve this, we have formulated a probabilistic model which describes
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the ground truth of the appearance of faces in videos, and a second probabilis-

tic model which describes the behavior of the face detection and recognition

module when used to derive the signature from the query segment, as illus-

trated in Figure 3. The output of these models are sets of video signatures

consisting of quartets.

This part of our approach has the advantage that we can easily test our al-

gorithm on videos and face detection and recognition methods that have dif-

ferent characteristics by varying the parameters of the model. In the case of

the ground truth model, the model parameters can be obtained by manually

annotating a small corpus of video data. In the case of the face recognition

and detection model, the model parameters could be obtained by running the

appropriate face detection and recognition algorithms on a sufficient set of

data. However, in our experiments we have varied these model parameters in

order to explore the behavior of our method with respect to face detection

and recognition algorithms with different characteristics.

4.1 Statistical Modeling of Face Content of Video

We model the appearance of persons in a video by considering the fact that the

video is inherently composed of scenes, which are in turn composed of shots.

Since scenes are spatio-temporally continuous in the context of the depicted

world, and shots are spatio-temporally continuous in the video domain, we

can assume different probabilities of appearance of a specific person for each

scene and shot.

In order to construct the above model we needed three sets of information:
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(1) The structure of the model, i.e. the random variables it contains and

their interrelations. This was constructed by analyzing the motion picture

production process.

(2) The parameters of the random variables of the model (mean, standard

deviation etc). To estimate these, as well as the actual distributions men-

tioned below, we have first manually annotated a moderately large corpus

of video data (approximately 100 minutes) by marking the faces appear-

ances as well as the scene and shot boundaries present. Then we used

these data to compute the statistics of their distributions (means and

standard deviations).

(3) The specific probability distributions of the random variables appearing in

this model. We tried to find appropriate distributions by using a com-

bination of statistical testing and analysis of the physical meaning of

the variables. Specifically, we posited several possible distribution mod-

els that might explain the distribution of our data, ranging from simple

exponential and Gaussian distributions (for continuous variables), and bi-

nomial and geometric distributions (for discrete variables), to more com-

plex expressions that stem from our interpretation of the physical and

technical/artistic processes that result in film production. Then, using

the parameters we have obtained in the previous step, we created can-

didate distributions and used statistical testing to compare them with

the empirical ones extracted from the manually annotated data. More

specifically, we applied the Kolmogorov – Smirnoff test (for continuous

variables) or the χ2 test (for discrete variables) [24] on the various can-

didates, and selected the ones that gave the best match.

In the following we give an outline of the model used. Specifically, we describe
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the various random variables that comprise the model, together with their

distributions. Although some of these variables are in practice not entirely

independent, we will assume that they are. One reason for doing this is to

limit the complexity of the model. Also, the dependence of the variables does

not really affect the behavior of the retrieval and fingerprinting algorithms

when applied to the video signatures produced.

(1) Importance of each person in the video. This expresses how significant a

specific person (actor, etc) is in the video (e.g. lead actor, actor having

a smaller or larger part, extra), and directly influences the probability

of his/her appearance in the video. Since only the relative ranking of

the importance of different persons is used in the following, this can be

modelled with an arbitrary probability distribution. Here we simply use

a uniform distribution between 0 and 1.

(2) Probabilistic model of the scenes and shots of the video. Three random

variables are used for this purpose:

(a) The number of shots in a scene. This was observed to follow a Poisson

distribution with λ = 25.

(b) The length of each shot. This was best approximated by the sum of

two random variables, one being uniformly distributed with a mean

of 1 second and a standard deviation of 0.5 seconds, and the other

being exponential with a µ of 3.5 seconds. The density function of

this distribution is shown in Figure 4. The form of the selected dis-

tribution model can be attributed to the two tasks a director must

achieve in a shot: first to establish the visual context (the uniformly

distributed variable) and second to narrate the action (the expo-

nential one). Other works have modelled shot length with different
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Fig. 4. The random distribution approximating the length of each shot.

distributions, for example Weibull [25] and Lognormal [26]. However

we have found that our model gives a better overall fit for the data

derived from the manually annotated videos.

(c) The average size of faces in the shot, which was found to be best

described by a Rayleigh distribution with a σ of 0.15 of the size of

the video frame in pixels.

(3) Number of persons appearing in each scene. The number of persons was

found to be best approximated by a binomial distribution, with a mean

of 2.5 and a standard deviation of 1. The actual persons that will appear

in the scene are selected by assigning to each a random uniformly dis-

tributed number, multiplying it by the person’s importance in the video,

and selecting the ones with the highest scores.

(4) Importance of each person in the scene. This is again given by a random

variable uniformly distributed between 0 and 1, as in the case of the whole

video (see case 1 above), and for the same reasons.

(5) Number of persons in each shot. Again, as in the case of scenes, the
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number of persons in the shot was found to be best approximated by

a binomial distribution, with a mean equal to 0.5 times the number of

persons in the corresponding scene, and a standard deviation equal to

0.25 times the number of persons in the scene. The binomial distribution

represents the number of successes of n experiments when each experi-

ment has a probability of success equal to θ. Furthermore, the mean of

the binomial distribution is equal to nθ and its standard deviation equal

to nθ(1 − θ). Thus, θ equals 0.5 and n equals the number of persons in

the scene. Therefore the experimental observation can be interpreted as

demonstrating that each person in the scene has a probability of 0.5 to

appear in the shot. Of course, in practice, the actual probabilities for each

person are different, as they depend on his importance in the scene.

(6) Importance of each person in the shot. This depends on the importance of

the specific person in the corresponding scene. Effectively, we multiply the

importance of the person in the scene with another uniform distribution

between 0 and 1.

(7) Appearances of persons. In order to describe a certain appearance of a

person in a shot, four random variables are needed. These are person

identity, face size (in the frame), frame of appearance and frame of dis-

appearance. In more detail:

(a) Person identity s. This is randomly chosen from the persons in the

shot, with the chances of selection being proportional to a person’s

importance in the shot.

(b) Average face size in the appearance L. This was found to be approx-

imated adequately by a random variable following uniform distri-

bution between 0 and 2, multiplied by the average face size in the

shot. Face size is used in order to derive an estimate of the recogniz-
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Fig. 5. The random distributions for approximating the start and end frames of

quartets. (a) the distance from the start or end of a shot. (b) the distance from the

previous quartet corresponding to the same person.

ability of each person. In practice the details of this distribution are

not very significant, as we are concerned mostly with ratios between

certainties in quartets.

(c) Frame of appearance a. The video frame where a person appears for

the first time in a shot is specified through the distance of this frame

from the first frame in the shot. For subsequent quartets of the same

person the frame of appearance is computed through the distance

from the last frame of the previous quartet of the same person in

the shot. The probability distribution of the distance from the first

frame in the shot can be approximated as the sum of an impulse at 0

with a height of 0.8 (i.e. it has a 0.8 probability of being zero) and an

exponential with a µ of 2 seconds, scaled by a factor of 0.2 so that the

sum is a valid probability distribution, as shown in Figure 5(a). The

probability distribution of the distance from the end of the previous

quartet is approximated by an exponential distribution with a µ of

2 seconds, as shown in Figure 5(b).

(d) Frame of disappearance b. This was found to be best expressed with
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respect to its distance from the end of the shot. The probability dis-

tribution of the distance from the end of the shot was approximated

as the sum of an impulse at 0 with a height of 0.8 (i.e. has a 0.8

probability of being zero) and an exponential with a µ of 2 seconds,

again multiplied by 0.2. This is the same distribution as the one used

in the previous paragraph for the distance of the first quartet of a

person in the shot from the beginning of the shot.

4.2 Statistical Modeling of the Output of Face Detection and Recognition

For modeling the behavior of a face detector and recognizer, we assume that

they introduce inaccuracies, which act as noise on the ground truth described

in Section 4.1. We also assume that the work of the recognizer is aided by a

tracker that follows faces from one frame to the next. The following errors can

be introduced by these modules:

(1) A split in the middle of a quartet. This error simulates the case when

the face tracker stops to track a face, and then the face detector finds it

again, starting a new quartet. The probability of such an error depends

on the length and recognizability of the person’s appearance.

(2) Face detection and recognition with a recognizability different than the

ground truth.

(3) Detection of a non-existent face. In effect a new quartet is inserted into

the signature.

(4) Wrong estimation of the start and end frames of a quartet. The wrong

estimation of the start frame can be due to periodicity in the initialization

of the tracker (e.g when a face detector is applied every 10 frames in order
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to initialize the tracker). The wrong estimation of the end frame can be

due to a premature end of tracking or false continuation of tracking. In

addition, both can happen due to the failure of face detection.

(5) Failure to detect a face appearance. This is simulated by random deletions

of quartets.

(6) Face misclassification. It occurs when a face is misclassified as belonging

to a different person.

(7) Merging of two quartets of the same person. It can occur when the face

tracker ignores a break between two spatially and temporally proximate

appearances of the same person. This is a rare error.

For testing the performance of our algorithm, both in terms of precision and

of computational complexity, data created according to the above models were

used. These data consist of ground truth sequences that are modified by the

face detector and recognizer model. We should note that no explicit modelling

of phenomena such as compression, cropping, video noise etc are required.

Such manipulations ultimately only affect the output of the face detection

and recognition modules and, thus, their effect can be included in the model

of the employed face detection/tracking/recognition module.

4.3 Computational Performance

In order to evaluate the computational performance of our algorithm, we cre-

ated artificial video signature databases of different sizes. Each database con-

sisted of signatures from a number of videos, each having a duration of 90

minutes and containing between 1000 and 2000 quartets. The number of dif-

ferent persons for each database was chosen to be 10 times the number of
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videos. We then selected query segments with average lengths ranging from

2.5 to 10 minutes and ran our search algorithm on these segments, using a

commercial RDBMS system for the implementation. We observed that the

length of the query segments did not influence the search time, which is con-

sistent with the theoretical computational analysis in Section 3.2. Using a

computer significantly behind the state of the art (Pentium 4 at 2.4 GHz),

the average times for the retrieval of a single segment are given in Table 1.

As it can be seen, the performance of the algorithm is near-logarithmic with

respect to the size of the database, which again conforms with the theoretical

analysis described in Section 3.2. This is in contrast to the cost of exhaustive

frame-by-frame computation of the signature similarity, which is constant at

about 6 seconds per video (i.e. approximately 4 seconds per hour of video). In

addition to the search times, face detection and recognition would add another

1 to 5 seconds per second of video with the above hardware, depending on the

sampling rate. With better hardware, it would be possible to achieve real time

performance for the system. We should note that the cost of the insertion of a

video to the database is only the cost of face detection and recognition, i.e. 1

to 5 times the duration of the video with the present hardware, or much less

with better hardware.

4.4 Retrieval Performance

Given that neither the face detection algorithms, nor the face recognition al-

gorithms are perfect, we performed a series of experiments to test the retrieval

performance of our algorithm in the presence of noise introduced during face

detection and recognition. In order to be able to extract meaningful conclu-
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Table 1

Average search time results

Number Number Algorithm Brute

of videos of quartets search time force time

100 152, 791 7 seconds 10 minutes

1, 000 1, 682, 824 17 seconds 100 minutes

10, 000 16, 907, 355 41 seconds 16 hours

sions from our experiments, we did not explore all the 7 possible categories

of noise that were described in Section 4.2. Doing this would have created an

unnecessary amount of data which would be largely redundant, since many of

the noise types have similar effects. Specifically, noise types 3 (detection of a

non-existent face) and 5 (non detection of an existing face) can be approxi-

mated as a special case of noise type 6 (change of the person that is recognized)

because of the way that signature similarity works. Additionally, the effect of

noise types 1 (split of the quartet in two), 2 (change of the recognizability) and

7 (merging of two quartets of the same person) on our algorithm is similar to

the effect of type 4 (change of start and end frames of quartet), since all three

only affect the amount of overlap between the rectangles that correspond to

the quartets. As a result, noise types 3 and 5 can be subsumed by type 6, and

types 1, 2 and 7 can be subsumed by type 4. Thus the following types of noise

have been considered:

(1) Change of quartet start and end frames (hereafter called face detector

noise). This is one of the most typical errors made by face detectors and

trackers. Exponential noise has been added to the start time of a quartet
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(to simulate a delayed detection), and zero mean Gaussian noise to the

end time of the quartet (to simulate either early loss or false continuation

of tracking). It should be noted that, when the noise level is high, it can

result in the complete elimination of a quartet or the merging of quartets.

The standard deviation of the noise varied from 1 to 5 seconds in steps of

1 second, for both the start and end frames of the quartets. We varied the

noise concurrently for both the starts and ends of the quartets, in order

to reduce the amount of experiments that need to be done, as varying the

start and end frame noise independently would require 25 experiments

per set (instead of 5). The mean of the noise was equal to the standard

deviation in the case of a quartet’s start frame (since the distribution is

exponential), and zero in the case of a quartet’s end frame (as mentioned

above).

(2) Change of the person’s identity in a quartet (face recognizer noise). This is

a typical error made by face recognizers. Here we assumed a probability

(between 2.5% and 40%) that a person’s identity would be randomly

changed to another one.

This set of experiments was run using an artificial signature database of 1000

videos, each 60 minutes long. From this database we randomly extracted 4

sets of 100 segments each. The segments in the first set was chosen to contain

16 quartets, and had an average duration of 2.5 minutes, those in the second

32 quartets and 5 minutes, those in the third 48 quartets and 7.5 minutes,

and those in the fourth 64 quartets and 10 minutes. On each set we added

noise representing face detector and recognizer errors, as described above,

and then proceeded to seek them in the database. If the best match that

was retrieved temporally overlapped the original segment by at least 50%,
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a correct retrieval was marked. A misretrieval was declared when the best

match did not correspond to the original segment, and a non-retrieval when

no appropriate matching segment was found. If the n (n > 1) best matches

were taken into account, the original segment would have a higher probability

to be included therein, and would therefore improve retrieval performance.

Thus, in our experiments we have chosen to only retrieve a single match, in

order to explore the worst-case scenario. The algorithm used was as described

in Section 3, with Treject equal to half the number of quartets in the query

segment. Since, in this case, it is desirable for the algorithm to always return

a matching segment, Tv was not used. As we have noted, modeling of the

effects of noise on the video itself is unnecessary.

The retrieval performance of our algorithm with respect to query segment

size, detector noise and recognizer noise is shown in Figure 6. We can see

that for low noise levels the performance is always satisfactory. For high noise

levels, especially for face detection noise, the performance drops significantly

when few signature quartets (e.g. 16) are used. However we should note that

the average quartet length (both in real and artificial videos) is less than 4

seconds, while the added noise (change in the start and end frames) had a

mean that was as much as 5 seconds. This means that, in effect, the amount

of noise added in the most extreme experiments was comparable to the signal

being observed. Nevertheless, the search algorithm proved to be very robust,

since it is able to utilize the temporal redundancy of the signature to resolve

ambiguities. In addition, increasing the length of the query segments greatly

diminished the effect of the misbehavior of the face detection and recognition.

Figure 7(a) shows the average temporal accuracy of the signature matching

in the database. In other words, this figure depicts the average difference be-
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tween the true displacement d and the estimated displacement produced by

the matching algorithm. One can see that the displacement error is approx-

imately equal to half the detector noise mean, a fact that proves that the

accuracy of the method is very satisfactory.

4.5 Fingerprinting performance

As was mentioned already, video fingerprinting i.e. verifying whether a certain

video segment is a (possibly modified) copy of any part of the videos in a large

database, has significantly different requirements than simple retrieval. The

main difference is that a fingerprinting algorithm should, when queried with

a certain video segment, return a video from the database only if the query

segment is a (possibly modified) copy of this video, and return an empty

set when this does not hold. On the other hand a retrieval algorithm needs

only to return the most similar match. Therefore, unlike in the case of simple

retrieval, in the case of fingerprinting the threshold Tv is used to control the

acceptance of matches by rejecting those having a similarity ratio less than

Tv. As was explained in Section 3, the similarity ratio is the ratio of the total

area of overlap between two segments, divided by the total area of the first

segment. In our experiments we have varied the value of Tv between 20% and

40% of the total area of the quartets of the query segment. We use a threshold

that depends on the area of the quartets of the query segment, because the

signature similarity we have defined in Section 2.2 is generally proportional to

this area.

In order to test our algorithm in the fingerprinting context, we have run a series

of experiments by varying the threshold Tv and seeing its effect in the following
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Table 2

Performance of Algorithm Adapted for Fingerprinting

Threshold Tv 20% 30% 40%

Query Length 16 32 48 64 16 32 48 64 16 32 48 64

False Acc. (%) 20,2 3 1.8 1.4 30.3 6.7 3 2.1 38 11.4 4.5 3

Recogn. Detect.

Noise b Noise a False Rejection (%)

5% 1sec 14 8 7 6 5 2 4 3 1 0 2 3

10% 1 sec 32 22 23 22 17 7 4 4 11 4 4 4

5% 2 sec 23 22 23 28 7 4 3 4 2 2 2 3

10% 2 sec 34 43 52 53 14 11 7 12 3 7 7 6

Recog. Detect.

Noise Noise Misretrieval (%)

5% 1 sec 3 0 0 0 4 0 0 0 5 0 0 0

10% 1 sec 2 0 0 0 5 0 0 0 6 0 0 0

5% 2 sec 13 4 1 1 16 4 1 1 18 4 1 1

10% 2 sec 8 1 0 0 11 2 0 0 12 3 0 0

b Probability of false recognition.
a Mean deviation of the noise added to start and end quartets.
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cases: (1) when using query video segments that existed in the database, and

(2) when using query video segments that did not exist in the database. In

both cases, all experiments were performed by varying the size of the query

segment between 16 quartets (i.e. 2.5 min) and 64 quartets (i.e. 10 min), in

steps of 16 quartets. In the first case we used a procedure similar to the one

described in the previous section, except that we also varied Tv as well as the

query segment size and the characteristics of the two types of noise, i.e. change

of quartet bounds (detector noise) and person identity (recognizer noise). Two

sorts of errors can occur in this case: falsely marking a query video segment as

having no matching segment in the database (false rejection), and retrieving

an incorrect segment from the database (misretrieval). In the second case, we

created a set of 1000 videos that were different from the ones in the database.

Since the content of the new videos was completely unrelated to those in the

database, there was no need to alter them in order to represent failures in

face detection and recognition. Using different values of Tv, we then run the

algorithm on the same artificially created face signature database as in the

previous section, using parts of the new videos as query segments. Erroneously

accepting a query segment as being identical to one of the segments in the

database (false acceptance) is the only possible type of error in this case.

The results are given in Table 2, where the strength of the detector noise is

given as the mean deviation of the change in the start and end frames of the

quartets (in seconds), and the strength of the recognizer noise is given as the

percentile probability of false recognition. Additionally a ROC curve showing

the effect of Tv is shown in Figure 8. As expected, the results are worse than

in the case of simple retrieval. False acceptance and false rejection rates are

unacceptable for query segments of 16 quartets (2.5 minutes of video), but they
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improve greatly when the size of the query segment increases. For example, for

a query segment of 64 quartets, and with moderate noise (2 seconds detector

noise and 10% recognizer noise) the false acceptance rate is 3% and the false

rejection rate is 6%. Again, as in retrieval, Figure 7(b) depicts the average

difference between the true displacement d and the estimated displacement.

In this case we have chosen a face detector noise standard deviation equal to

1 second, a face recognizer failure rate equal to 10% and varied Tv to examine

its influence on the displacement.

It should be noted that, if the query segment is large enough, it is possible

to continue verification beyond 64 quartets and thus have an even smaller

number of false acceptances. Moreover, since only one segment is retrieved (out

of the thousand hours in the database) it is also possible to use other, more

costly methods (e.g. frame-by-frame comparison) to verify that this segment

is the correct one, and thus further reduce false acceptance. By reducing false

acceptances in this way, it is then possible to choose a less strict Tv to also

reduce false rejections.

5 Tests on Real Video Data

In order to demonstrate the feasibility of the proposed indexing and finger-

printing method in real-world video databases, we had initially implemented

and tested a complete system for video indexing and fingerprinting. Five com-

plete motion pictures of various genres and 15 episodes of one drama and one

comedy series provided a sufficient data corpus for the evaluation. In total the

corpus comprises over 16 hours of video, with various resolutions and aspect

ratios. Motion pictures and TV series were chosen as a test corpus because the
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human faces in them exhibit a full spectrum of pose, lighting and scale, and

also different emotions, hairstyles and apparel (sunglasses etc). In contrast

corpora such as news broadcasts mostly contain frontal, frontally illuminated

and emotionally neutral faces, in specific attire and hairstyles. Moreover, from

the standpoint of intellectual rights protection, this type of video is obviously

the most interesting.

The face detection and recognition required for constructing the signatures

was performed using the FaceVACS toolkit, produced by Cognitec Systems

GmbH [27], which very close to the state of the art in the field [28]. We chose

a commercial product in order to enhance the robustness and verifiability of

our retrieval and fingerprinting system. In order to reduce processing time,

only 5 frames per second were processed but this was found to be adequate

for the operation of the algorithm.

FaceVACS functions by localizing faces and eyes in each frame of the video,

and doing appearance-based feature extraction on each such face. The features

thus extracted are then compared with a reference set, which is constructed by

performing face detection and recognition, as above, on a number of reference

images. Our reference sets were constructed from approximately 25 images for

each significant person in the videos of our database. The significant persons

that were chosen as targets of recognition were the main actors in the motion

picture or TV series. These were mostly those that appeared in the starting

credits, ranging from 5 to 10 per motion picture or series.

The output of FaceVACS consists of the location of a face in a frame, the iden-

tities of the top three matches for this specific face, and the certainties of each

match. In order to exploit the temporal continuity between frames, a proce-
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dure that greatly increases the performance by means of a voting scheme that

rejects outliers and reinforces detections having a high recognizability was im-

plemented. Initially, the faces detected by FaceVACS were unified into tracks

using their spatio-temporal proximity. Then a single identity was determined

for each track by a voting scheme that uses the recognition scores of the frames

in each track. Finally the corresponding recognizability was computed.

5.1 Results

Having created a database of real video signatures using FaceVACS, we pro-

ceeded to select 40 clips from the database, each having a duration of 2.5

minutes and constituting in total about 10% of the database. Additionally, we

performed on them some operations that simulate the changes and/or attacks

that videos may be subject to in real world situations. Such changes included

change of compression, change of resolution, cropping, change of frame rate,

and conversion to greyscale. The clips were then processed by FaceVACS,

using the union of all reference sets used in the database as a basis for recog-

nition. We then applied our retrieval algorithm on these clips with reference

to the whole database. The result was a correct retrieval score of 90%. Finger-

printing experiments were then performed, with leave-one-out methodology

for finding false acceptance. A Tv equal to 40% resulted in a false acceptance

rate of 12.5% and a false rejection rate of 15%. When Tv falls to 30% and 20%,

false acceptance rises to 17.5% and 25% respectively, while false rejection falls

to 0% for the specific dataset. These results have verified that our algorithm

can function efficiently in a real-world situation.
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6 Conclusions

A method for performing fast retrieval and fingerprinting in video based on

the output of face detectors and recognizers has been presented. The proposed

method is both robust because it is based on a convolution-like video content

similarity computation, and fast because it makes extensive use of database in-

dexing. Experimental results were computed on artificial data based on realis-

tic models of the appearances of faces in videos and of face detector/recognizer

behavior that have been devised for this purpose. The results verified that the

proposed method performs very satisfactorily, both in terms of computational

search efficiency (even in a database of 10000 hours of video), in terms of

retrieval errors, and in terms of fingerprinting performance. The effect of the

malfunction of face detectors, trackers and recognizers on the performance of

retrieval and fingerprinting was quantified through a large set of experiments.

The results we have obtained for various levels of face detector and recognizer

performance can help a potential user of the proposed system to determine

its performance, when using a specific face detector and recognizer. The ex-

perimental results on artificial data have additionally been verified by the

implementation of a real system that uses face detection and recognition to

index real videos. In general the method proves that face related information

carries enough discriminant power to be used for video indexing, retrieval and

fingerprinting. The proposed face-based approach could also be used as it is

using person identities computed by other means, e.g. through voice identi-

fication. Alternatively, it could be adapted in order to index video using the

appearances of other classes of objects that possess distinct identities. Finally,

it could also be used as a first stage in a retrieval or fingerprinting pipeline,
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quickly retrieving candidates that would then be validated by other, slower

but more accurate algorithms (e.g. using frame-by-frame information).
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A Proof of the location of local maxima

Assume two pulse series f(t) and g(t) with f(t) =
∑n

i=0 fi(t) where fi(t) =

cf
i (u(t− af

i )− u(t− bf
i )) and af

i < bf
i ,∀i and bf

i < af
j ∀i < j. In the same way

g(t) =
∑m

i=0 gi(t) where gi(t) = cg
i (u(t − ag

i ) − u(t − bg
i )) and ag

i < bg
i ,∀i and

bg
i < ag

j∀i < j. The area of the overlap of f and g when displaced by t′ with

respect to each other is expressed by:

L(t′) =
∫

min(f(t), g(t + t′))dt (A.1)

We are going to prove that the all the values of local maxima of L(t′) can only

occur for values of t′ such that ∃i, j : t′ = af
i − ag

j or t′ = bf
i − bg

j , that is when

the beginning of a pulse in f(t) coincides with the beginning of a pulse in g(t),

or when the same thing happens with their ends.

Proof:
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We have that L(t′) =
∑n

i=0

∑m
j=0 Lij(t

′) where:

Lij(t
′) =

∫
min(fi(t), gj(t + t′))dt (A.2)

We will first compute Lij(t
′) for two arbitrary pulses fi(t) and gj(t). For

simplicity we change the notation to fi(t) = cf (u(t− af )− u(t− bf )), gj(t) =

cg(u(t − ag) − u(t − bg)), and we can assume without loss of generality that

bf − af ≥ bg − ag and cf ≥ cg. Then:

Lij(t
′) =



0 t′ < af − bg or t′ > bf − ag

(t′ − af + bg)cg af − bg ≤ t′ < af − ag

cg(af − ag) af − ag ≤ t ≤ bf − bg

(bf − ag − t′)cg bf − bg < t ≤ bf − ag

(A.3)

L′
ij(t

′) =



0 t′ < af − bg or t′ > bf − ag or af − ag ≤ t′ ≤ bf − bg

cg af − bg ≤ t′ < af − ag

−t′cg bf − bg < t′ ≤ bf − ag

(A.4)

L′′
ij(t

′) = cg(δ(t
′ − af + bg)− δ(t′ − af + ag)− δ(t′ − bf + bg) + δ(t′ − bf + ag))(A.5)

It is known that the condition for a local maximum in a function φ(t) is that

φ′(t) = 0 and φ′′(t) < 0. Another type of maximum is the regional maximum,

where φ′(t) = 0,∀t ∈ [a, b] and φ′′(a) < 0 and φ′′(b) < 0. However even in

the case of regional maxima the value of the maxima can be found at the

values of t such that φ′′(t) < 0. From Equation (A.5) we can see that since

L′′(t′) =
∑n

i=0

∑m
j=0 L′′

i j(t
′), L′′(t′) is composed of pulses, and the negative ones
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only happen when t = af
i − ag

j or t = bf
i − bg

j . Therefore all the values of local

maxima occur at these values.
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Fig. 6. Retrieval performance of the algorithm with respect to face detector and

recognition performance and size of the query segment. Rows of graphs correspond

to different failure rates of the face recognizer, columns refer to different lengths

of the query segment, while the x axis of the graphs represent the σ of the noise

added both to the start and end of the quartets of the query segment to represent

the failure of the detector and tracker.
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Fig. 7. Average temporal matching accuracy as a function of noise, (a) for retrieval

and (b) for fingerprinting. The different lines in the retrieval figure correspond to

different failure rates of the recognizer, while in the fingerprinting figure we keep

the face recognition failure rates constant at 10% and the vary standard deviation

of the face detector noise between 1 to 3 seconds and the threshold Tv from 20% to

40$.
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Fig. 8. ROC curve obtained by varying threshold Tv, for face detector noise equal

to 10%, face recognizer noise equal to 2 seconds, and query segment length equal to

64 quartets. In this case we plot false acceptance against the sum of false detection

and misdetection
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