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ABSTRACT

A novel method is proposed for visual object tracking in stereo
videos. The algorithm employs Local Steering Kernel features
and 2-dimensional color-disparity histograms for object texture
description. The proposed framework requires no information
about the intrinsic and extrinsic parameters of the stereo camera
system. Therefore, it can be applied on 3D video content captured
by commercial stereo cameras, as well as 3D movies and 3D TV
programs. Experiments showed that the proposed method is ef-
fective in tracking objects under partial occlusion and changes in
the object view angle.

Index Terms — stereo object tracking, local steering kernels,
color-disparity histograms

1. INTRODUCTION

Visual object tracking finds applications in various fields, such as
visual odometry, robotic vision, human-centered interfaces, surveil-
lance systems and semantic annotation of content. Tracking per-
formance is affected by numerous factors, such as varying illu-
mination conditions, object partial, self, or total occlusions, pres-
ence of cluttered background, complicated object movements with
varying speed and direction, object deformations, and presence of
noise. The majority of the state-of-the-art methods consider the
case of object tracking in monocular videos captured by a single
camera [1] [2] [3]. However, recent advances in technology led to
an increasing use of multiview systems in place of the monocular
ones, such as surveillance systems [4]. The advantage of these
systems is that they exploit the additional information obtained by
the stereo geometry, namely the disparity (or depth) information
[5] [6].

The majority of stereo video tracking systems use fixed posi-
tion stereo cameras set in constrained environments with known
camera calibration parameters [7] [8] [5]. However, these sys-
tems cannot be applied in the vast majority of available stereo
data, coming from 3D cinema, 3D television or home-made 3D
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videos, which are captured in unconstrained environments, and
usually carry no information about the intrinsic and/or extrinsic
parameters of the stereo system. Therefore, the development of
tracking algorithms which exploit stereo information without the
knowledge of camera calibration information is required.

In this paper, we present a novel appearance-based algorithm
which performs object tracking in the left or right video chan-
nel captured from an uncalibrated stereo camera, by exploiting
the corresponding channel disparity information. The proposed
framework combines a representation of the object texture based
on Local Steering Kernel (LSK) descriptors [9], color informa-
tion and disparity information. LSKs are descriptors of the ob-
ject salient features and they are extracted by taking into account
both the distance and the luminance value between neighboring
image pixels. LSKs were employed effectively in object detection
[9] and monocular object tracking [10] systems. The proposed
method is an extension of [10] in stereo systems.

2. TRACKING FRAMEWORK OVERVIEW

The proposed method performs object tracking in a stereo video
by employing 2-dimensional color-disparity histograms for reduc-
ing the candidate object Regions of Interest (ROIs) and the local
steering kernel descriptors first introduced in [9] for texture de-
scription. First, the cosine similarity between the 2-dimensional
color-disparity histogram of the object ROI in the previous video
frame and equally sized regions in a search region T ∈ <Mx×My

of the current video frame is computed and 80% of the patches
with the smallest color-histogram cosine similarity are discarded
as belonging to the background. Then, the algorithm computes
the LSK similarity of the remaining candidate objects ROIs with
the object instance in the first frame (initial object instance I ∈
<Nx×Ny ) and the object instance in a previous frame (stored ob-
ject instance Q ∈ <Nx×Ny ), where a significant change in the
object appearance was last observed. The size of the candidate
objects is equal to the size of the stored object instance and the
initial object instance.

The proposed algorithm starts by initialization of the position
of the object at the first video frame. The object initialization can
be achieved in two ways: automatically, by using an object de-
tection algorithm, or manually, by inserting the object ROI in the
initial frame. Then, the algorithm executes the following four iter-
ative steps. In the first step, the first order Kalman filter is applied
for predicting the new object position, the new search region is
determined and the candidate object ROIs are initialized. In the
second step, the color-histogram similarity between the object in



the previous frame and the candidate object ROIs is computed,
retaining the 20% of the candidate object ROIs with the highest
color-histogram similarity as candidate object ROIs. Then, the
local steering kernel descriptors of the initial object instance, the
stored object instance, and the remaining candidate object ROIs
are extracted. Finally, the similarities of the candidate object ROIs
to the initial object instance and the stored object instance are cal-
culated and exploited in order to determine the new position of the
object. The above procedure can be applied in one or both (left or
right) channels of a stereoscopic video.

2.1. Position Prediction

First order Kalman filters are employed in order to estimate the
new position of the object. Given the object state xt = [px, py, dx,
dy]T at frame t, which consists of the object ROI center coordi-
nates and velocity, the new state of the object ROI at frame t + 1
is estimated from the motion state estimation model:

xt+1 = Axt + nt (1)

according to:

x̂t+1 = Ax̂t, (2)

P̂t+1 = AP̂tA
T +Qs. (3)

The measurement model is given by:

zt+1 = Hxt+1 + vt+1, (4)

and it is adjusted according to:

Kt+1 = P̂tH
T (HP̂tH

T +Qm)−1 (5)

x̂t+1 = x̂t +Kt+1(zt+1 −Hx̂t+1) (6)

Pt+1 = (I−Kt+1H)Pt+1, (7)

where A denotes the system transition matrix, nt denotes the pro-
cess noise with covariance matrix Qs, P̂t is the error covariance
matrix, zt = [px, py]

T is the system measurement, H is the mea-
surement matrix, vt is the measurement noise with covariance ma-
trix Qm, and Kt is the Kalman gain. The matrices A, Qs and Qm

are kept constant throughout tracking.
Finally, the search region T ∈ <Mx×My in frame t + 1 is

defined around the predicted object ROI position that is included
within the state x̂t+1, whose size is equal to Mx ×My = sNx ×
sNy , where s is a factor which determines the search region size.
The value of s depends on the maximum velocity of the object
and it should be large enough to keep track of the object in the
selected search region. The object is then searched exhaustively
in the determined search region, i.e., (Mx−Nx+1)(My−Ny+1)
candidate object ROIs of size Nx ×Ny are extracted.

2.2. Color-disparity similarity

Disparity information is combined with color information in 2-
dimensional histograms, for discriminating the object of interest
from the surrounding background. We assume that, between two
consecutive frames, the change of the object color and disparity
histograms is rather small. Therefore, we can reduce the number
of the candidate object ROIs at frame t+1 by discarding the ones
with the lowest 2-D color-disparity histogram similarity to the de-
tected object ROI at frame t.

The candidate object ROIs are split into their three RGB color
channels and, for each channel, the 2-D color-disparity histograms

HR,HG,HB ∈ <16×16 are computed. The 2-D color-disparity
histograms are constructed by selecting 16 bins for the color and
another 16 bins for the disparity information. The color bins widths
are selected uniformly, while the disparity bins are selected as fol-
lows:

• The minimum and maximum disparity value of the first
frame are extracted.

• The width of the first bin is set from 0 to the minimum
disparity value.

• The width of the last (sixteenth) bin is set from the max-
imum disparity value in the first frame to the maximum
disparity value in the entire video.

• The boundaries of the remaining bins (second to fifteenth)
are set uniformly in the range from the minimal to the max-
imum disparity value.

This selection of the disparity bins provide discriminant disparity
histograms in videos with small depth variations. In such videos,
the disparity histogram is discriminant even when the object ap-
proaches the camera, as its disparity histogram varies significantly
from the background disparity histogram. Moreover, since the al-
gorithm employs a rough estimation of the disparity histogram in
16 bins, existence of high quality disparity map is not required.
Therefore, low accuracy depth maps provided by fast disparity
estimation algorithms can be employed, after the application of
smoothing filters.

In order to measure the resemblance between the 2-D color-
disparity histograms of the object ROI in the previous frame and
the candidate object ROIs in the search region, HR,HG,HB are
column-stacked into 1-D color-disparity histograms hR,hG,hB ∈
<256 and compared to the corresponding object histograms ĥR, ĥG,
ĥB ∈ <256 of the previous frame via the cosine similarity:

ck(hk, ĥk) = cos(θ) =
< hk, ĥk >

‖hk‖‖ĥk‖
∈ [−1, 1], k = R,G,B,

(8)
where < · > denotes the inner product, ‖ · ‖ is the Euclidean
norm and θ denotes the angle between the two vectors. The total
histogram similarity is computed as:

S =
∑

k=R,G,B

c2k
1− c2k

∈ [0,+∞). (9)

The total histogram similarity (9) is computed for every can-
didate object ROI and the 80% candidate objects with the lowest
histogram similarity are discarded, meaning that only 20% of the
selected candidate object ROIs will be further examined for being
the new object ROI.

2.3. Local Steering Kernel feature extraction

The salient features of the initial object instance, the stored object
instance, and the search region are extracted according to the fol-
lowing procedure. Initially, the image is transformed to the RGB
color space. The local steering kernel descriptors (LSK) [9] are
extracted in a locally defined P × P window. LSKs take into
account both the illumination (pixel value) difference and the dis-
tance between neighboring pixels:

K(pl − p) =

√
det(Cl)

2π
· exp

{
− (pl−p)TCl(pl−p)

2

}
, (10)



l = 1, . . . , P 2, where p denotes the coordinates of the image
pixel, pl denotes the coordinates of the neighboring pixels, and
Cl is a covariance matrix, estimated from the matrix Jl of the
gradient vectors of the image in a P × P window around pl:

Jl =

 zx(p1) zy(p1)
...

...
zx(pP2) zy(pP2)

 , (11)

where z(p) = [zx(p), zy(p)]
T is the image gradient vector along

x and y axes at the position p. Jl is estimated by applying SVD,
according to [11]:

Jl = Ul ·
[
s1 0
0 s2

]
·
[

vT1
vT2

]
l

. (12)

Subsequently, Cl is evaluated as:

Cl = γ

2∑
q=1

a2qvqv
T
q , (13)

a1 =
s1 + 1

s2 + 1
, a2 =

s2 + 1

s1 + 1
, γ =

(
s1s2 + 10−7

P 2

)a
, (14)

where a is a parameter that restricts γ and in our experiments takes
the value 0.008.

Given the image pixel p, equation (10) is computed P 2 times,
one for each neighboring pixel pl, l = 1, . . . , P 2. Therefore,
for each image pixel we calculate an LSK feature vector K(p) ∈
<P

2×1. By performing L1-normalization:

N(p) =
K(p)∑P2

l=1 |K(pl − p)|
∈ <P

2×1, (15)

the LSK feature vectors become invariant to brightness and con-
trast changes. Finally, the LSK feature vectors of the n = NxNy
pixels of the stored object instance are ordered column-wise to
form the LSK feature matrix NQ ∈ <P

2×n. The LSK feature
matrices NI ∈ <P

2×n and NT ∈ <P
2×nT , nT = MxMy , for

the initial object instance and the search region, respectively, are
formed accordingly.

2.4. Position evaluation

The LSK feature matrices NQ, NI , are extracted for the stored
object instance and the initial object instance respectively. Then,
the similarity of the search region patches to the stored object in-
stance and the initial object instance is measured according to co-
sine similarity. At first, PCA is performed to the normalized LSK
feature vectors NI of the object in the first frame, producing the
matrix FI ∈ <d×n:

FI = AINI . (16)

The projection matrix of PCA AI ∈ <d×P
2

is then used in order
to project the LSK feature matrices of the search region candidate
object ROIs and the stored object ROI in a previous frame to the
produced space, as follows:

FQ = AINQ ∈ <d×n FT = AINT ∈ <d×nT . (17)

The search region of size Mx × My is then divided into over-
lapping regions Tij , i = 1, . . . ,mx = Mx − Nx + 1, j =

1, . . . ,my = My − Ny + 1, of size Nx × Ny . For each region
Tij , which was not discarded in subsection 2.2, the correspond-
ing LSK feature matrices FTij ∈ <d×n are extracted, containing
only the columns of FTI , which correspond to the pixels of the
patch Tij . The LSK similarity of the search region patches to the
query image and the initial query image is then computed by the
cosine similarity:

sQij = s(FQ,FTij ), sIij = s(FI ,FTij ), (18)

where

s(F1,F2) =

n,d∑
l=1,j=1

F1(l, j)F2(l, j)√∑n,d
l=1,j=1 |F1(l, j)|2

∑n,d
l=1,j=1 |F2(l, j)|2

,

(19)
and F1(l, j), F2(l, j) are the (l, j) elements of matrices F1 and
F2 respectively. The LSK cosine similarity values sQij , sIij are
grouped in the resemblance maps RQ, RI ∈ <mx×my . The new
object instance in frame t is then defined as the region Tij with
the highest similarity Rtmax to the object model (i.e., the initial
and stored object instances):

pt = argmax
i,j

{
1

2
(RQ +RI)

}
. (20)

If the similarity Rtmax of the new object instance to the object
model at frame t drops under a threshold with respect to Rt−1

max

((Rt−1
max−Rtmax)/Rt−1

max < threshold), then a change in the ob-
ject appearance is detected and the new object instance acts as the
new stored object instance Q. This way, the algorithm incorpo-
rates the object appearance changes in the object model. In our
experiments, we set threshold = 0.

3. EXPERIMENTAL RESULTS

The performance of the proposed tracking scheme was tested in
multiple videos captured by a stereo camera. The method em-
ployed for extracting the disparity maps is described in [12], [13].
The initialization of the tracking algorithm was accomplished with
the object detector described in [9]. Snapshots of the tracking per-
formance in the left channel of a video with resolution 1920 ×
1080 pixels is shown in Figure 1. The tracker tracks successfully
the man’s face that performs fast movements under partial occlu-
sion. The tracking performance of the proposed algorithm is com-
pared to that of the tracker in [10] with respect to the Frame De-
tection Accuracy (FDA) measure. Given T the area of the tracked
object in the video frame and G the area of the corresponding
ground truth, the FDA at frame t is defined as:

FDA(t) =
1

Nt

Nt∑
i=1

Gi(t) ∩ Ti(t)
Gi(t) ∪ Ti(t)

, (21)

where Nt denotes the number of objects in the frame. The results
are shown in Figure 2. The Average Tracking Accuracy (ATA) in
a video with N frames is defined as:

ATA =
1

N

N∑
t=1

FDA(t). (22)

The ATA of the proposed tracker and the tracker in [10] for three
stereo videos are shown in Table 1. We notice that the disparity
information improves the tracking accuracy in all three videos.



1st frame 105th frame 308th frame
Figure 1. Tracking results on a fast moving object with partial occlusion.

Figure 2. FDA accuracy of the proposed stereo tracker and the monocular
tracker in [10]
.

Table 1. ATA of the stereo and monocular trackers.
ATA stereo tracker monocular tracker

video 1 0.6169 0.5236
video 2 0.6016 0.5498
video 3 0.6910 0.5313

4. CONCLUSION

In this paper, a novel method for visual object tracking in stereo
videos was proposed, which employs Local Steering Kernel de-
scriptors and 2-dimensional color-disparity histograms for the rep-
resentation of object appearance. The proposed framework per-
forms object tracking, without any information about the intrinsic
and extrinsic parameters of the stereo system, rendering it suit-
able for application in any 3D content captured from commercial
stereo cameras. Experimental results proved the effectiveness of
the proposed stereo LSK tracker in tracking objects under partial
occlusion, as well as changes in the object view angle. Future
work is directed towards the fusion of information obtained from
both luminance channels for concurrent object tracking in the left
and right video channels.
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