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ABSTRACT  

As Deep Neural Network (DNN)-based algorithms are improving, pivotal changes are happening towards efficient
and effective automation in the field of industrial inspection. In the scope of our project, we analyze X-ray images of
steel pipelines to detect the presence of corrosion in a novel way. In our industrial scenario, a drone lands a crawler that
is equipped with an X-ray system on top of insulated pipelines to perform X-ray scans which are able to penetrate only
the insulation, due to power consumption limitations. In this paper, we use modern unsupervised anomaly detection algo-
rithms to detect the presence of corrosion, and the results are quite promising. Moreover, to compare several state-of-the-
art approaches in terms of robustness to noise, we simulate two types of noise that can occur: (i) Poisson Noise, (ii) Mo-
tion Blur Noise. We conclude that the problem we are dealing with can be handled sufficiently well with state-of-the-art
approaches, and that in the scenario of noise, the most robust algorithms are based on memory banks and teacher-student
architectures.
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1. INTRODUCTION 

This paper is part of a broader project, which aims at reducing human workload and stress in industrial pipeline in-
spection, while also increasing safety. In particular, an autonomous drone is tasked to land a crawler on top of industrial
insulated pipelines. The crawler is equipped with an X-ray system which is able to penetrate the pipe insulation but not
the steel that  the pipes are made of, due to power consumption limitations. The X-ray system performs radiography
scans, which are the focus of this paper. Specifically, we deal with the task of detecting corrosion by analysing such X-
ray scans. Before moving forward, we list the main advantages of this type of inspection system: (i) Non destructive test -
ing (NDT), since the insulation does not need to be removed, (ii) The crawler can access hard-to-reach areas, (iii) Human
workers’ safety and reduced workload.

Anomaly detection (AD) entails detecting and localizing unusual/unexpected patterns in the input data, without hav-
ing any prior knowledge about these patterns. Such algorithms play a crucial role in many medical and industrial applica-
tions, such as tumor detection [33], defect detection in production lines [18], and damage detection in X-ray scans [9]. In
the scope of this paper, being able to automatically detect damages/defects in insulated industrial pipes from X-ray scans
is very important for ensuring the safe operation of oil and gas factories, while simultaneously reducing workload, and
injury risk for human workers.

With the groundbreaking advancements of Deep Neural Network (DNN)-based algorithms over the past decade, au-
tomated AD has achieved remarkable results in real-world scenarios [15, 29, 34]. One approach to deal with AD using
DNNs is by using supervised learning, where all types of damage have to be known and annotated in advance for the al -
gorithm to be trained. As highlighted in [31], this is not only time-consuming but it also assumes that any type of defect
that might occur in the future is known a priori, which is hardly ever the case in real-world applications. Moreover, in
this approach, annotation noise that leads to degraded performance is almost inevitable.

In order to tackle the abovementioned issues, unsupervised AD was introduced, and today it constitutes a heavily re -
searched topic [5, 23, 31]. In most of these approaches, a DNN is trained solely on normal data that contain no unex -
pected patterns. Then, during inference, when test data with any unexpected patterns is fed into the trained network, the
latter is able to recognize it, and classify the data sample as anomalous.

Typically, the aforementioned methods have been employed for analyzing RGB images. However, in specific cases,
RGB images are not available. For example, damage detection or corrosion detection in insulated pipelines is not possi-
ble by using RGB images, since damages/corrosion typically appear on the pipes below the insulation. In these cases, X-



ray data [22] is really useful, as it can effectively depict the pipe below the insulation, enabling damage/corrosion detec -
tion without the need of insulation removal by human workers.

To this end, we address the problem of insulated pipe corrosion detection using X-ray image data. Despite its broad
interest to the industry, to the best of our knowledge, this is the first time that corrosion detection with X-ray data that do
not penetrate the material of interest (i.e. steel pipes in our case) is considered as an anomaly detection problem. To this
end,  this  paper  offers  the  following main  contributions:  (i)  Performance  evaluation  of  state-of-the-art  unsupervised
anomaly detection algorithms in a novel, inadequately explored domain. (ii) Evaluation of such algorithms in terms of
robustness to realistic noise.

2. RELATED WORK

This section is split in two parts. In the first part, we explore the AD literature which is used in many domains today.
In the second part, we briefly build a background on the X-ray image processing domain.

2.1 Anomaly Detection
Anomaly detection is a heavily researched topic, with numerous different approaches. In a recent survey by Jiaqi Liu

et al. [17], a taxonomy that categorizes unsupervised AD in two main categories is proposed: (i) Feature Embedding
based Methods, (ii) Reconstruction based Methods. In the rest of this Section, we present the methods that we tested in
the domain of pipeline X-ray corrosion detection, using this categorization.

2.1.1 Feature Embedding based Methods
Let us begin with a methodology based on a teacher-student architecture. In STFPM [32], a student-teacher frame-

work is proposed where the teacher is a residual neural network (ResNet), pre-trained on ImageNet. The student has the
same architecture as the teacher but its weights and biases are initialized randomly. During training, non-anomalous im-
ages are given as input and the student learns to match the feature maps of the teacher at different levels. During testing,
the multi-level difference in the feature maps of the two networks is used to determine the anomaly score. Since the stu -
dent is trained to match the teacher’s behavior using normal images, the hypothesis is that when an abnormal image is
fed into both networks the multi-level difference will increase significantly.

We continue our review with methodologies based on distribution maps. Interestingly, in R-KDE [1], the authors use
an extra step before feature extraction which proposes regions with the use of Faster R-CNN [24]. Moreover, they extract
features with the use of AlexNet [16]. Finally, they perform Kernel Density Estimation (KDE) [28] to model the normal
features and detect anomalies during inference. Furthermore, in DFM [2], the distribution of the features extracted by a
pre-trained classification DNN was modeled by: (i) Gaussian distribution, (ii) Gaussian mixture model. In this way, out-
of-distribution detection is performed at inference time. To move to more modern approaches that incorporate Normaliz-
ing Flows (NFs) [20], in C-Flow [10], the authors work on a patch-level to achieve anomaly detection as well as localiza-
tion. The patches are fed into a CNN feature extractor and the k feature maps that we have chosen to use for normal-sam-
ple distribution modeling are generated for each patch. Those feature maps, along with the positional encoding of the
patches are passed as input in decoders which act as NFs and transform the feature distribution into a Gaussian distribu -
tion. In a slightly different manner, the authors of FastFlow [35], modeled the feature distribution by transforming it into
a two-dimensional normal distribution, further increasing AD performance. Notably, in U-Flow [30], the authors propose
a U-shape architecture which is based on the well-known U-Net paradigm [25]. In their work, the multi-scale feature ex -
tractor acts like the encoder, while the set of normalizing flows acts like the decoder. Furthermore, each normalizing
flows is trained to map the normal data into a Gaussian Distribution. At inference time, anomaly maps are created for
each scale, and they get upsampled to the original image size. Moreover, due to a guaranteed statistical independence de-
scribed in the paper, the final pixel-level probability scores are calculated as the product of individual scores for each
scale. Finally, estimation of the Number of False Alarms (NFA) [7], is used to produce the anomaly segmentation masks.

We conclude the review on feature embedding based methods with approaches that use a memory bank. In DFKDE,
which is implemented in the  anomalib framework [3], a CNN feature extractor is used to extract high level features.
Moreover, PCA is performed to reduce the feature dimensionality, and the processed features are stored in a memory
bank. As a final step, KDE [28] is used to model the normal data. Furthermore, in PaDiM [6], the input is indirectly split
into patches, by considering the corresponding areas of a pre-trained ResNet’s feature map, and a Gaussian distribution
is created for each patch separately, by considering feature maps at different levels of the ResNet. This patch-level distri-
bution creation with normal samples, allows for anomaly localization when an abnormal image is fed into the network.
Finally,  a method that  focuses  on industrial  applications was introduced in  Patchcore [26].  In  a  similar  fashion to



PaDiM, image patches are considered, by passing the images into a pre-trained ResNet to extract features. Furthermore,
the extracted features are sub-sampled and stored in a memory bank. Finally, during inference, the anomaly score for a
test patch is calculated by performing a nearest neighbor search between the test sample features and the features stored
in the memory bank.

2.1.2 Reconstruction based Methods
We only experimented with one reconstruction based method, namely GANomaly [4]. In this approach, the authors

use a Generative Adversarial Network (GAN) to learn the distribution of normal samples within a latent space. Along
with the training of the generator and the discriminator, an additional encoder that maps the reconstructed image to the
same latent space is trained to match the vector in the generator’s latent space. During inference, the distance between
the encoder’s output vector and the generator’s latent space vector is used to determine the anomaly score.

2.2 X-ray Image Processing
In the first part of this section, we quickly review the industrial X-ray image processing literature, and in the second

part, we briefly describe the two types of noise that we simulated in the scope of this paper.

2.2.1 Industrial X-ray Image Processing
Defect detection with the use of nondestructive testing (NDT) [8], has recently gained popularity due its effective in-

spection capabilities without causing any damage or altering the object of interest. Particularly, in the scope of this paper,
we use radiography (X-ray) testing. A survey was conducted on this topic by Rafiei et al. [23], where X-ray image analy-
sis, from traditional approaches to modern ones that make use of deep learning, is comprehensively presented.

In [21], Parlak and Emel, employ state-of-the-art object detection methods on an X-ray image dataset of aluminum
parts which they also publish as openaccess. In their approach, the AD task is solved in a supervised learning manner.
Recently, Intxausti et al. [13], show that self-supervised pre-training in X-ray data, allows for better feature extraction,
which consistently yields better AD performance. However, due to the lack of sufficient publicly available X-ray data,
most  modern  AD  approaches  simply  use  models  pre-trained  on  ImageNet  or  other  well-established  classification
datasets.

A similar domain to ours is that of Naddaf et al. [19], where a simple CNN architecture is developed for feature ex-
traction, and a fully connected multilayer perceptron (MLP) that follows performs binary classification. However, the
main difference is that the X-ray they use is able to penetrate the steel pipe, whereas our X-ray simply captures the edge
between the pipe and the insulation while penetrating only the latter. Therefore, to the best of our knowledge there exists
no other dataset in the literature like ours (Figure 1), while our novel X-ray system has several benefits which we have
outlined in Section 1.

2.2.2 X-ray Image Noise
There are two main types of noise that can occur during an X-ray scan: Poisson Noise [27], and Motion Blur Noise

[12]. In the scope of this paper, we test the robustness of state-of-the-art unsupervised AD algorithms to both types of
noise separately, as well as a combination of the two.

3. METHODOLOGY

In this section, we present the approach we followed to evaluate different state-of-the-art algorithms in the novel do-
main of our project. In the first subsection, we present our raw dataset, and in the second subsection, we describe the
process of noise simulation which is applied on the training set. Finally, in the third subsection, we illustrate the algo-
rithm performance evaluation process we followed, using well-established metrics in the field of AD.

3.1 Dataset Description
Our dataset consists of 2300 normal images and 2000 abnormal images. All of the images are grayscale and each

pixel is represented by 8 bits. Since we approach the problem as an unsupervised AD task, we use 300 normal images for
the training set, and 2000 abnormal images along with the remaining 2000 normal images for the test set. The images are
initially captured at several resolutions according to the quality setting. However, since high resolution is not important
in our domain and most AD algorithms are very computationally-intensive, we resized all images to 112 × 112 pixels. In
spite of this significant decrease in the resolution, as we will see in Section 4.1, several algorithms achieve an AUROC
above 90% before simulated noise is added to the training set. Below, in Figure 1, we show an image from our project.
On the lower part, we see the insulation which is penetrated by the X-ray, and on the upper part we see the steel pipe
which has been affected by corrosion. If no corrosion were present, the edge between the steel pipe and the insulation



would closely resemble a straight line. To provide more context for our dataset, and given that the terms of our project
prevent us from publishing it, we refer the reader to [22] which presents highly similar data.

Figure 1. X-ray image that depicts corrosion

3.2 Noise Simulation
To simulate both types of noise, we used Python v3.10.13. For the first type of noise, which is Poisson noise that typ-

ically occurs during X-ray scanning, we used the numpy.random library [11]. Below, we present the corresponding code
snippet:

# Normalize the image to the range [0, 1]
img = numpy.asarray(img).astype(numpy.float32) / 255.0
# Apply Poisson noise to the image
noise_level = [1.00, 1.35, 1.70]
# Clip values to the range [0, 1] and scale back to [0, 255]
img = numpy.clip(img, 0, 1) * 255

For the second type of noise, which is horizontal motion blur that occurs particularly in our project since the X-ray
crawler moves along the pipeline, we used the OpenCV library [14]. The corresponding code snippet is presented below:

# Create the motion blur kernel
kernel = np.zeros((size, size)) # size is one of: {15, 30, 45}
kernel[int((size-1) / 2), :] = np.ones(size) / size
# Apply the kernel
img = cv.filter2D(img, -1, kernel)

For both types of noise we simulated 3 levels of severity: low noise, medium noise, and high noise. Finally, we cre -
ated a final training set which combined medium-level Poisson noise with medium-level motion blur noise. This means
that we trained each algorithm in 8 training sets (1 training set without preprocessing, 3 training sets with Poisson noise,
3 training sets with motion blur noise, and 1 training set with combined medium-level noise).

3.3 Algorithm Performance Evaluation
The algorithm performance evaluation is done in two stages. Initially, we evaluate and compare the algorithms on

our raw dataset that has not been preprocessed. Furthermore, to assess the robustness of each algorithm to noise that can
realistically occur in our domain, we train each algorithm on the 7 preprocessed training sets, and test on the same test
set as before. To perform our experiments, we made use of the anomalib framework [3]. In terms of hardware, we used
an Intel(R) Core(TM) i9-10900X CPU, and a 12GB NVIDIA GeForce RTX 2080 Ti GPU.

4. RESULTS

In this section we present our results in detail. Initially, we examine the performance of each algorithm in the dataset
that has not been processed with simulated noise. Furthermore, we continue by examining the robustness of each algo-
rithm to Poisson noise and to motion blur noise. Finally, we combine the two noise types to perform a final evaluation.

In each table of this section, we use bold style to denote the best value of each metric, and underline style to denote
the second best. In the case of a draw, we use the corresponding style multiple times. Finally, as a main algorithm evalu -
ation  metric we consider the well-established  AUROC. Since the normal and abnormal images in the test set are bal-
anced, the second most useful metric is the F1 Score. In Section 4.2 and Section 4.3, we plot the variability of these two
metrics with respect to the amount of noise, to clearly illustrate which algorithms are more robust.

4.1 Algorithm Evaluation without Noise
In Table 1, we present the performance of 10 state-of-the-art algorithms in the scenario where there is no noise. The

best algorithm according to the  AUROC metric is U-Flow [30]. Moreover, we see how all algorithms except C-Flow,



GANomaly, and R-KDE, achieve an AUROC above 90%. The main finding of this section, is that several state-of-the-art
algorithms are capable of effectively dealing with our task in the scenario where the X-ray images have not been affected
by noise. Since our approach of collecting X-ray data is novel and no similar dataset is to the best of our knowledge used
in the literature, we consider this to be the first main finding of this paper. In the following sections, we experiment with
different types and levels of noise using the 7 algorithms that surpass 90% AUROC, to evaluate each of them in terms of
robustness to noise, which constitutes the second and final main finding.

Table 1: Algorithm Performance without Noise                      
Algorithm AUROC F1 Score Accuracy Precision Recall

C-Flow 0.516 0.669 0.513 0.507 0.988

DFKDE 0.959 0.911 0.905 0.856 0.975

DFM 0.952 0.896 0.895 0.879 0.914

FastFlow 0.969 0.918 0.917 0.904 0.933

GANomaly 0.833 0.789 0.788 0.785 0.794

PaDiM 0.915 0.889 0.879 0.819 0.974

Patchcore 0.983 0.945 0.945 0.939 0.951

R-KDE 0.843 0.826 0.805 0.744 0.930

STFPM 0.962 0.909 0.905 0.875 0.945

U-Flow 0.991 0.948 0.948 0.949 0.947

4.2 Algorithm Evaluation under Poisson Noise
As shown in Table 2, we compare the algorithms under low, medium, and high Poisson noise. By looking at the AU-

ROC metric, we see that the best 3 algorithms, regardless of the noise level (low/medium/high), are in descending order:
Patchcore, STFPM, and DFKDE. Although in the previous section we identified that U-Flow is the best algorithm with-
out simulated noise, it performs poorly when Poisson noise is introduced.

Moreover, in the same table that, as visualized in Figure 2, we measure how much the performance drops compared
to the no-noise scenario, to be able to examine the robustness of each algorithm to Poisson noise. In particular, we divide
the performance of each value in Table 2, with the corresponding performance shown in Table 1. Unexpectedly, in the
low Poisson noise scenario, DFKDE’s performance very slightly increases compared to the no-noise scenario. However,
when Poisson noise is increased to medium and high level, performance drops as expected. We observe that the 3 most
robust algorithms in descending order, are consistently: Patchcore, STFPM, DFKDE. Therefore, these algorithms not
only perform best under Poisson noise, but they also demonstrate the highest robustness to it.

From the observations we made, we conclude that the most suitable approaches to deal with Poisson noise are either
based on a memory bank (Patchcore, DFKDE), or on a teacher-student architecture (STFPM).

Table 2:  Algorithm Performance & Robustness with Poisson Noise (low / medium / high)
Algorithm AUROC F1 Score Accuracy

DFKDE Performance: (0.957 / 0.869 / 0.818)
Robustness: (99.8% / 90.6% / 85.3%)

Performance: (0.916 / 0.813 / 0.765)
Robustness: (100.5% / 89.2% / 84%)

Performance: (0.911 / 0.786 / 0.734)
Robustness: (100.7% / 86.9% / 81.1%)

DFM Performance: (0.949 / 0.798 / 0.795)
Robustness: (99.7% / 83.8% / 83.5%)

Performance: (0.879 / 0.752 / 0.731)
Robustness: (98.1% / 83.9% / 81.6%)

Performance: (0.881 / 0.709 / 0.698)
Robustness: (98.4% / 79.2% / 78%)

FastFlow Performance: (0.848 / 0.622 / 0.695)
Robustness: (87.5% / 64.2% / 71.7%)

Performance: (0.791 / 0.712 / 0.718)
Robustness: (86.2% / 77.6% / 78.2%)

Performance: (0.749 / 0.623 / 0.636)
Robustness: (81.7% / 67.9% / 69.4%)

PaDiM Performance: (0.911 / 0.825 / 0.768)
Robustness: (99.6% / 90.2% / 83.9%)

Performance: (0.883 / 0.808 / 0.749)
Robustness: (99.3% / 90.9% / 84.3%)

Performance: (0.877 / 0.784 / 0.724)
Robustness: (99.8% / 89.2% / 82.4%)

Patchcore Performance: (0.982 / 0.945 / 0.928)
Robustness: (99.9% / 96.1% / 94.4%)

Performance: (0.944 / 0.877 / 0.845)
Robustness: (99.9% / 92.8% / 89.4%)

Performance: (0.943 / 0.869 / 0.833)
Robustness: (99.8% / 92% / 88.1%)

STFPM Performance: (0.960 / 0.873 / 0.885)
Robustness: (99.8% / 90.7% / 92%)

Performance: (0.901 / 0.838 / 0.811)
Robustness: (99.1% / 92.2% / 89.2%)

Performance: (0.898 / 0.814 / 0.779)
Robustness: (99.2% / 89.9% / 86.1%)



U-Flow Performance: (0.780 / 0.776 / 0.782)
Robustness: (78.7% / 78.3% / 78.9%)

Performance: (0.742 / 0.743 / 0.763)
Robustness: (78.3% / 78.4% / 80.5%)

Performance: (0.694 / 0.690 / 0.721)
Robustness: (73.2% / 72.8% / 76.1%)

Figure 2. Robustness of Algorithms to Poisson Noise

4.3 Algorithm Evaluation under Motion Blur Noise
Similarly to the previous section, in Table 3, we compare the algorithm performance under motion blur noise. We

notice that the best algorithms, regardless of the noise level (low/medium/high), are in descending order: Patchcore,
STFPM, PaDiM.

Furthermore, in the same table, as is visualized in Figure 3, we compare the algorithms in terms of robustness to motion
blur noise. In this comparison, we do not have a consistent order of the top 3 algorithms at different noise levels. How-
ever, in all noise levels, the best 3 algorithms are (in random order): Patchcore, STFPM, PaDiM. Hence, the algorithms
that demonstrate the best performance under motion blur noise, also demonstrate the best robustness to it.

From the aforementioned observations, we conclude that in the scenario of motion blur noise the most suitable ap -
proaches are, similarly to Section 4.2, either based on a memory bank (Patchcore, PaDiM), or on a teacher-student archi -
tecture (STFPM).

Table 3: Algorithm Performance & Robustness with Motion Blur Noise (low / medium / high)
Algorithm AUROC F1 Score Accuracy

DFKDE  Performance: (0.901 / 0.789 / 0.697)
Robustness: (94% / 82.3% / 72.7%)

Performance: (0.828 / 0.730 / 0.687)
Robustness: (90.9% / 80.1% / 75.4%)

Performance: (0.814 / 0.703 / 0.653)
Robustness: (89.9% / 77.7% / 72.2%)

DFM Performance: (0.650 / 0.497 / 0.468)
Robustness: (68.3% / 52.2% / 49.2%)

Performance: (0.712 / 0.694 / 0.690)
Robustness: (79.5% / 77.5% / 77%)

Performance: (0.601 / 0.566 / 0.559)
Robustness: (67.2% / 63.2% / 62.5%)

FastFlow Performance: (0.494 / 0.422 / 0.372) 
Robustness: (51% / 43.6% / 38.4%)

Performance: (0.702 / 0.689 / 0.690)
Robustness: (76.5% / 75.1% / 75.2%)

Performance: (0.585 / 0.558 / 0.556)
Robustness: (63.8% / 60.9% / 60.6%)

PaDiM Performance: (0.908 / 0.857 / 0.825)
Robustness: (99.2% / 93.7% / 90.2%)

Performance: (0.872 / 0.807 / 0.775)
Robustness: (98.1% / 90.8% / 87.2%)

Performance: (0.868 / 0.793 / 0.761)
Robustness: (98.7% / 90.2% / 86.6%)

Patchcore Performance: (0.980 / 0.952 / 0.903)
Robustness: (99.7% / 96.8% / 91.9%)

Performance: (0.942 / 0.908 / 0.835)
Robustness: (99.7% / 96.1% / 88.4%)

Performance: (0.942 / 0.909 / 0.837)
Robustness: (99.7% / 96.2% / 88.6%)

STFPM Performance: (0.943 / 0.916 / 0.890)
Robustness: (98% / 95.2% / 92.5%)

Performance: (0.887 / 0.847 / 0.832)
Robustness: (97.6% / 93.2% / 91.5%)

Performance: (0.882 / 0.849 / 0.827)
Robustness: (97.5% / 93.8% / 91.4%)

U-Flow Performance: (0.842 / 0.764 / 0.657)
Robustness: (85% / 77.1% / 66.3%)

Performance: (0.803 / 0.713 / 0.694)
Robustness: (84.7% / 75.2% / 73.2%)

Performance: (0.815 / 0.708 / 0.563)
Robustness: (86% / 74.7% / 59.4%)



Figure 3. Robustness of Algorithms to Poisson Noise

4.4 Algorithm Evaluation under Combined Noise
As a final algorithm evaluation, we run tests with combined noise (medium-level Poisson noise + medium-level mo -

tion blur noise). In Table 4, we see the algorithm performance and robustness under the combined noise. We observe that
the best 3 algorithms in descending order are: Patchcore, DFKDE, PaDiM. Furthermore, the 3 most robust algorithms in
descending order are: Patchcore, PaDiM, DFKDE. Overall, we empirically found that the most suitable algorithms for
the combined noise scenario are based on a memory bank (Patchcore, PaDiM, DFKDE).

Table 4: Algorithm Performance & Robustness with medium-level Combined Noise 
Algorithm AUROC F1 Score Accuracy

DFKDE Performance: 0.804
Robustness: 83.8%

Performance: 0.756
Robustness: 83%

Performance: 0.719
Robustness: 79.4%

DFM Performance: 0.542
Robustness: 56.9%

Performance: 0.689
Robustness: 76.9%

Performance: 0.549
Robustness: 61.3%

FastFlow Performance: 0.428
Robustness: 44.2%

Performance: 0.682
Robustness: 74.3%

Performance: 0.543
Robustness: 59.2%

PaDiM Performance: 0.795
Robustness: 86.9%

Performance: 0.795
Robustness: 89.4%

Performance: 0.771
Robustness: 87.7%

Patchcore Performance: 0.900
Robustness: 91.6%

Performance: 0.847
Robustness: 89.6%

Performance: 0.843
Robustness: 89.2%

STFPM Performance: 0.745
Robustness: 77.4%

Performance: 0.751
Robustness: 82.6%

Performance: 0.691
Robustness: 76.4%

U-Flow Performance: 0.695
Robustness: 70.1%

Performance: 0.686
Robustness: 72.4%

Performance: 0.546
Robustness: 57.6%

5. CONCLUSIONS

To conclude, in the scope of this paper, we implemented state-of-the-art unsupervised anomaly detection algorithms
in a novel domain which, to the best of our knowledge, has not been publicly researched in the past. Initially, we found
that most state-of-the-art unsupervised AD algorithms are capable of effectively solving our problem. Furthermore, we
simulated 2 types of noise that can realistically occur in our domain, and found that the most suitable algorithms, both in
terms of performance and robustness to such noise, are based on: (i) memory bank approaches, (ii) teacher-student archi-
tecture approaches.
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