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ABSTRACT

This paper presents a unified system tailored for autonomous
pipe segmentation within an industrial setting. To this end,
it is designed to analyze RGB images captured by Unmanned
Aerial Vehicle (UAV)-mounted cameras to predict binary pipe
segmentation maps. The overall proposed system consists of
three main components: a) a Convolutional Neural Network
(CNN) that is used to obtain initial estimates of the pipe seg-
mentation maps, b) a point extraction module that acts on the
outputs of the CNN to propose strong pipe class representa-
tives in the input image space, and c) a foundation segmen-
tation model, utilized to refine the initial estimations based
on the proposed pipe class representatives. The architecture
of the proposed system was specifically designed to ensure
increased generalization ability in different, unknown envi-
ronments, offering an effective solution to a well-known lim-
itation of typical segmentation CNNS, at least in the pipe seg-
mentation task. The effectiveness of the proposed system in
this particular setting is evaluated by utilizing two pipe seg-
mentation datasets, originating from two different industrial
sites, which were manually annotated with the corresponding
pipe segmentation maps. Experimental results demonstrate
that the proposed system outperforms the baseline segmenta-
tion CNNs, demonstrating its remarkable generalization ca-
pabilities.

Index Terms— Industrial Pipeline Segmentation, Convo-
lutional Neural Networks, Foundation Models, Autonomous
Inspection

1. INTRODUCTION

Unmanned Aerial Vehicles (UAVs), commonly referred to as
drones, are experiencing a growing utilization in various in-
dustrial sectors [1, 2] and applications [3, 4]. Among these
applications, the inspection of pipes for potential damages
stands out as a significant use case [5, 6]. An integral com-
ponent of the inspection procedure involves accurately de-
termining the precise location of the pipe within the two-
dimensional (2D) plane of the RGB image.
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Currently, there exists a limited body of research dedi-
cated to addressing the specific task of pipe segmentation.
Earlier approaches have applied classical segmentation tech-
niques on infrared images [6], while more recently pipe seg-
mentation has been also achieved through supervised models
that are trained on annotated datasets. The most typical ap-
proach in the latter case is to employ a Convolutional Neural
Network (CNN) for the pipe segmentation task [1, 5]. How-
ever, it is well-known that supervised models trained on small
annotated datasets tend to suffer from overfitting [7], which
significantly limits their generalization capabilities.

Recently, foundation models for image segmentation
have emerged, with the Segment Anything Model (SAM) [8]
standing out as a noteworthy example. These foundations
models are pre-trained using a vast amount of data, render-
ing them capable of performing object segmentation with
remarkable accuracy and zero-shot generalization to unfamil-
iar objects and images without requiring additional training.
However, these models are not inherently capable of generat-
ing inferences without specific prompts, thus rendering them
unsuitable for automatic pipe segmentation.

Motivated by the limitations of the aforementioned ap-
proaches, the goal of this work is to introduce a deep learning-
based system for automatic pipe segmentation, which demon-
strates enhanced generalization capabilities, thus rendering it
suitable for real-world applications. To this end, the proposed
method combines the effectiveness of typical segmentation
CNNs and the zero-shot generalization capabilities of foun-
dation models into a unified system for pipe segmentation.
More specifically, the proposed system utilizes a pre-trained
image segmentation CNN to predict initial estimates of the
pipe segmentation maps, which are subsequently used by a
point extraction module that proposes strong pipe class rep-
resentatives in the input image space. The latter are used
as prompt inputs to the employed foundation segmentation
model, which refines the initial estimates obtained by the
CNN. The final pipe segmentation maps are then obtained by
matching the refined segmentation maps with the zero-shot
object proposals, also produced by the employed foundation
model. The generalization ability of the proposed method
was evaluated by utilizing two manually annotated pipe seg-
mentation datasets that correspond to two different industrial
environments. Experimental results show that the proposed
unified system outperforms both typical segmentation CNNs
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Fig. 1. Overall architecture of the proposed segmentation system. It comprises a pre-trained image segmentation CNN, a point
extraction module and the foundation segmenta- tion model both promptable and automatic.
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Fig. 2. Point extractor Module extracts from a thresholded version of the CNN segmentation mask point that lay on the pipes.
These points are used to prompt the the SAM in the later stages of the proposed system.

and foundation models in this task.

2. RELATED WORK

2.1. Supervised Convolutional models

Pipe segmentation is essentially a semantic image segmenta-
tion problem [1, 2], wherein every pixel in an input image is
allocated a per-class probability for one of two object cate-
gories: pipe or non-pipe. Besides traditional approaches for
pipe segmentation [6], typical segmentation CNNs [1, 9, 10,
11, 12, 13] can also be employed to this end, by simply task-
ing them to predict binary pipe segmentation masks. A popu-
lar example is the U-Net architecture [9] which has emerged
as a pivotal deep learning framework in the field of computer
vision. The U-Net architecture consists of a contracting path,
the encoder, followed by an expansive path, decoder, which
outputs the final predictions [9]. Several extensions of U-Net
were later proposed, such as U-Net++ [10], that demonstrated
increased performance. Having in mind execution speed, the
BiSeNet (Bilateral Segmentation Network) model was pro-
posed in [11], which represents a significant advancement in
the field of real-time semantic segmentation. BiSeNet’s ar-
chitecture is characterized by its two-branch design, which
efficiently combines global and local context information to
predict accurate segmentation maps [11].

Based on the BiSeNet, [2I-CNN [12] merges a semantic
image segmentation network with an Image-to-Image (I12I)
[14] network to precisely predict segmentation maps. The
121 neural branch enriches the segmentation neural branch by

providing additional semantic information through skip con-
nections that interconnect the two branches. This integration
enhances the accuracy of the segmentation task. Notably,
both networks share a single backbone and feature extraction
CNN, undergoing joint training through a multi-task objective
function.

2.2. Foundation Models for Image Segmentation

Foundation models [8, 15] are large models, typically pre-
trained on massive datasets. Due to their large capacity and
advanced training procedure on huge amounts of data, they
typically offer improved flexibility and adaptability, leading
to accurate predictions in diverse scenarios, often surpassing
the performance of specialized models. Some typical exam-
ples that have recently emerged in the computer vision field
are SEEM [15], SAM [8] and SegGPT [16]. Despite their re-
markable capabilities, these models are not inherently capable
of making accurate predictions without specific prompts.

3. AUTOMATIC PIPE SEGMENTATION

The primary goal of this work is to introduce a method that
offers an effective solution for real-world pipe segmentation
from RGB images. In this direction, the proposed system
combines the state-of-the-art image segmentation 12I-CNN
network with the SAM foundation model in a novel config-
uration, which allows it to predict accurate pipe segmentation
maps in unknown environments.



3.1. Unified Pipe Segmentation System

The unified pipe segmentation system consists of three main
components, a) the pre-trained image segmentation CNN, b)
the point extraction module, and c) the foundation segmenta-
tion model, as illustrated in Fig. 1.

Given an RGB input image X € RM>*N*3 of height M
and width N, the employed segmentation I2I-CNN model
first calculates an initial estimate of the corresponding pipe
segmentation map in the form of a pipe class probability
tensor P € RM*NX2 " where each channel is a probability
map for the pipe and non-pipe classes, respectively. With the
probability tensor P available, the corresponding binary pipe
segmentation map S € RM*N can be calculated by simply
choosing the channel index with the maximum probability
value for each pixel. Note that S in this stage is only an initial
estimate of the pipe segmentation map.

Subsequently, the initial estimate of the pipe segmentation
map S and the probability tensor P are exploited as follows.
First, S serves as an input mask prompt to the employed SAM
model. Second, the probability tensor P is utilized in the
Point Extraction module to obtain strong pipe class represen-
tatives, which act as additional prompts for the SAM model.
In order to accomplish this, P is given to a Probability Mask
Thesholding Module to produce a new mask S’ € RM*N,
where only pipe class labels that have a pipe class probabil-
ity over 0.9 are present, while all other entries are labeled as
non-pipe. Therefore, S’ is calculated according to the follow-
ing equation:

Ppipe (Za.j) 2 0.9
Ppipe (,7) < 0.9

where ¢ = 1,...,M, j = 1,...N, Py, denotes the
probability tensor P channel that corresponds to the pipe class
and Cpipe, Cnon—pipe are the class labels that correspond to the
pipe and non-pipe classes. The calculated S’ is then fed to
the second stage of the Point Extraction module, that consists
of a Density-Based Spatial Clustering of Applications with
Noise (DBSCAN) [17] algorithm. More specifically, the DB-
SCAN algorithm is applied to S’ for cluster identification and
centroid extraction. Essentially, the DBSCAN enables us to
choose strong pipe class representatives from the input im-
age space by extracting the pixel coordinates that correspond
to the centroids calculated by the DBSCAN algorithm. The
Point Extraction module is presented in Fig. 2. The extracted
pipe class representatives are then used as additional input
prompts, along with S, for prompting the employed SAM
model and producing the refined binary segmentation mask
S ;€ RMXN,

promp

However, the input prompts of the foundation model may
be noisy due to errors in S, originating from the CNN model
predictions, and/or errors introduced by imperfect clustering
results obtained by DBSCAN. Consequently, the refined seg-
mentation mask Sp,.omp¢ may still be not accurate enough.

(1) = {

Cnon—pipe

ey

To address this challenge and further increase the accuracy of
the predicted segmentation masks, X is processed by the em-
ployed SAM in an automatic segmentation mode, producing
a new mask tensor Syuro = {S1,S2,...,Sk}, € RMXNXK,
which consists of K object proposal binary masks S, €
RMXN | = 1,...,K. Given Spompt and Squto, the fi-
nal predicted binary pipe segmentation mask S € RM*N g
obtained by applying the mask matching operation between
Sprompt and Sauto:

S = U]Ig(zlska if Sk N Sprompt 7é 0 2

The overall multi-step process of the proposed system ensures
the accurate pipe segmentation in unknown environments, as
presented in the following Section.

Fig. 3. Example samples of the manually annotated AUTH
pipes dataset. Left: RGB images, middle: RGB segmentation
masks, right: visualization of annotation on the RGB image.

4. EXPERIMENTS AND RESULTS

4.1. Datasets

While there are publicly accessible datasets pertaining to
pipes [18, 19, 20], they are unsuitable for pixel-level seg-
mentation, as they typically offer bounding box annotations
instead of segmentation maps [20]. Therefore, in order to
evaluate the proposed system for real-world pixel-level pipe
segmentation, two RGB image datasets were recorded and
manually annotated.

The Refinery pipe dataset includes diverse RGB images
of operational insulated pipes, captured at varying angles and
featuring different pipe quantities within each frame. These
images originate from industrial settings and span resolutions
from 1920 x 1080 to 4032 x 3024. The dataset comprises 1k
RGB images that are all used for training purposes. Please
note that, due to confidentiality constraints, this dataset can-
not be publicly shared. The AUTH pipe dataset consists
of real RGB images depicting operational pipes captured at
AUTH facilities, all maintaining a consistent resolution of
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Fig. 4. Pipe segmentation results for test pipe images from AUTH pipe dataset. Each row depicts a random test image along
with the corresponding ground-truth and the predicted segmentation masks obtained by all competing methods.

Table 1. Pipe segmentation performance on 1280 x 720 res-
olution of both pipe and non-pipe classes on the manually
annotated AUTH dataset.

IoU (%)

non-pipe | pipe | mloU | mPA(%)
U-Net [9] 52.0 46.1 | 49.1 66.0
U-Net++ [10] 514 58.3 | 54.8 71.1
BiSeNet [11] 54.2 654 | 59.8 75.4
I2I-CNN [12] 68.5 63.7 | 66.1 79.7
prompted SAM 78.9 793 | 79.1 88.3
Proposed System 89.0 909 | 89.9 94.8

1920 x 1080. This dataset includes a total of 77 images
exclusively designated for evaluation to assess the system’s
generalization capability. It is publicly accessible and avail-
able for use. Example samples from the AUTH pipe dataset
are shown in Fig. 3.

4.2. Evaluation Procedure

In all experimental sessions, the CNN models were trained
using the Refinery pipe dataset. The proposed method is com-
pared to four competitors:U-Net [9], U-Net++ [10], BiSeNet
[11], I2I-CNN [12] and a modified version of the system that
excludes the automatic SAM segmentation step. U-Net++
was trained for 100 epochs with batch size 8 and a learning
rate 0.0001, while BiSeNet was trained for the pipe segmenta-
tion task using up to 120 epochs and the Adam optimizer with
batch size 8 and an initial rate 0.001. Note that, the backbone
network (ResNet-18) of BiSeNet is pretrained on ImageNet.
Similarly, the I2I-CNN was trained using the same parameters
as BiSeNet model however for both pipe segmentation and
image-to-image translation tasks [12]. In order to evaluate
the pipe segmentation performance of the proposed system
and all competing methods in a real-world pipe segmentation

scenario, Refinery pipe dataset was used for training and the
AUTH pipe dataset was used only for testing. All methods
were evaluated in the pipe segmentation task using the com-
mon Intersection over Union (IoU) and mean Pixel Accuracy
(mPA) metrics. The IoU for both pipe and non-pipe classes
and mPA of all models are reported in Table 1. Results are
reported at 1280 x 720 input resolution (by training and test-
ing all models accordingly). As demonstrated in Table 1, the
proposed method outperforms all competing methods when
applied to the new domain data. This is also evident in the
qualitative evaluation presented in Fig. 4, where ground-truth
and predicted segmentation masks obtained by each method
are depicted. As it can be seen, the CNN models (columns
3-5) predict noisy segmentation masks, misclassifying non-
pipe pixels as pipe ones. These errors affect the Point Extrac-
tor Module, leading to noisy prompts that hinder “prompted
SAM?” performance (forth column). In contrast, the proposed
method effectively combines the I2I-CNN model and SAM
operating in both prompted and automatic modes in a unified
pipe segmentation system that accurately predicts pipe seg-
mentation masks (final column).

5. CONCLUSIONS

In this paper a system designed to generalize in new domain
images for the pipe segmentation task was presented. The
system is based on combining a segmentation CNN model
with a foundation model, in order to automate the prompting
of the latter and utilize its zero-shot generalization capabili-
ties without requiring additional training. To train and evalu-
ate the effectiveness of the proposed system, two new datasets
originating from different sites were introduced, the Refinery
pipe dataset for training and the AUTH pipe dataset for test-
ing. The proposed system significantly outperforms all the
other competing models in segmenting new domain images
for the pipe segmentation task.
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