
Springer Nature 2021 LATEX template

Using Synthesized Facial Views for Active

Face Recognition

Efstratios Kakaletsis* and Nikos Nikolaidis

Department of Informatics, Artificial Intelligence & Information
Analysis Laboratory, Aristotle University of Thessaloniki,

Thessaloniki, GR-54124, Greece.

*Corresponding author(s). E-mail(s): ekakalets@csd.auth.gr;
Contributing authors: nnik@csd.auth.gr;

Abstract

Active perception / vision exploits the ability of robots to interact
with their environment, for example move in space, towards increas-
ing the quantity or quality of information obtained through their
sensors and, thus, improving their performance in various perception
tasks. Active face recognition is largely understudied in recent liter-
ature. Attempting to tackle this situation, in this paper, we propose
an active approach that utilizes facial views produced by photoreal-
istic facial image rendering. Essentially, the robot that performs the
recognition selects the best among a number of candidate movements
around the person of interest by simulating their results through view
synthesis. This is accomplished by feeding the robot’s face recognizer
with a real world facial image acquired in the current position, gener-
ating synthesized views that differ by ±θ◦ from the current view and
deciding, based on the confidence of the recognizer, whether to stay in
place or move to the position that corresponds to one of the two syn-
thesized views, in order to acquire a new real image with its sensor.
Experimental results in three datasets verify the superior performance
of the proposed method compared to the respective ”static” approach,
approaches based on the same face recognizer that involve synthetic
face frontalization and synthesized views, random direction robot move-
ment, robot movement towards a frontal location based on view angle
estimation, as well as a state of the art active method. Results from
a proof of concept simulation in a robotic simulator are also provided.
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1 Introduction

In recent years, the robotics and vision communities have started researching
more thoroughly the field of active vision / perception and exploration. Active
perception methods try to obtain more, or better quality, information from
the environment by actively choosing from where and how to observe it using
a camera (or other sensors), in order to accomplish more effectively tasks such
as 3D reconstruction [1, 2], [3], [4], [5] or object recognition [6], [7]. This could
be achieved, for example, by moving a camera-equipped mobile robot, e.g. a
wheeled robot or a UAV, in positions which offer different (and hopefully bet-
ter) views of the object of interest. Although active 3D object reconstruction
has attracted considerable interest, mainly towards solving the ”next-best-
view” problem (i.e. choosing the next viewing position in order to to obtain
a detailed and complete 3D object model), active approaches for recognition
tasks, especially for face recognition, are less frequent in the literature. Deep
Learning has lately dominated face recognition research due to the superior
performance achieved. However the vast majority of recognition methods adopt
a static approach i.e., an approach that is based on an image acquired from a
specific viewpoint, even in setups where an active approach could have been
used. Indeed, face recognition can be combined with an active approach for
controlling the movement of a camera-equipped robot towards capturing the
face from more informative views and thus obtaining more robust results, at
the expense of energy consumption and additional time needed. Synthesized
views of faces, whose images were acquired through a camera, can be used for
robot movement guidance in an active face recognition setup. Instead of hav-
ing the robot move in a physical way for capturing a novel (and better) view,
one can use a synthesized view as an aid towards choosing a new viewpoint
and improving recognition through an acquisition procedure.

In this paper, we propose an active face recognition approach that utilizes
facial views synthesized by photorealistic facial image rendering. Essentially,
the camera-equipped robot that performs the recognition selects the best
among a number of candidate physical movements around the face of interest
by simulating their results through view synthesis. In other words, once the
robot (that is at a certain location with respect to the subject) acquires an
image, it feeds the face recognizer with this image as well as with synthesized
views that differ by ±θ◦ from the current view. Subsequently, it either stays
in the current position or moves to the position that corresponds to one of the
two synthesized views. The respective decision is based on the confidence of
the three recognitions (on the real and the two synthesized views). In case of a
”move” decision, it proceeds in acquiring a ”real” image from its new location.
The procedure repeats in the same manner, for this location, for one or more
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steps. Using synthesized facial views facilitates decision-making by providing
estimates of what is to be expected (in terms of recognition accuracy) in a new
robot position. The proposed method involves a face recognizer that is trained
to recognize frontal or nearly frontal faces, while having to deal with input
facial images obtained from an arbitrary view point. This fact makes recogni-
tion challenging, but at the same time more easily applicable in a real-world
scenario, since it does not require the existence of facial images acquired from
different viewpoints in order to train a view-independent face recognizer.

The remainder of this paper is organized as follows. In Section II related
work is presented, whereas in Section III we describe the details of the
proposed method. In Section IV experiments conducted to measure the algo-
rithm’s performance are presented. Finally, Section V provides a discussion
and conclusions.

2 Related Work

2.1 Active Computer Vision

A few recent active approaches for tasks such as object detection, recognition,
3-D reconstruction and manipulation are presented in this section. Additional
methods can be found in the review paper [8] that deals in particular with the
problem of view planning in robot active vision.

In [9], a robotic arm equipped with a depth camera captures information
for a scene from several poses, towards understanding the environment and
performing multiple object detection. Boundary Representation Models (B-
Reps) are used to represent the objects. The world representation is initialized
and, after generating a first set of object detection hypotheses, the approach
tries to perform exploration in order to generate new hypotheses or validate
existing ones. This is accomplished by finding regions of interest (regions to be
inspected) and suitable new views, acquired by appropriate poses of the arm.
A proof of concept using a KUKA LWR 4 arm is provided. As expected, the
object recognition rate increases as the number of views increases.

In [10] the authors deal with the problem of reconstructing a scene while
also identifying the objects in it using 3D scans and a dataset of 3D shapes.
Towards this end, a 3D attention model is developed that selects the best views
to scan from, as well as the most informative regions within in each view, so
as to achieve object recognition. The region-level attention mechanism gener-
ates features which are fairly robust against occlusion. Temporal dependencies
among consecutive views are encoded with deep recurrent networks.

A new approach, called 3D ShapeNets, for representing a 3D shape as a
probability distribution of binary variables on a voxel grid, using a Convolu-
tional Deep Belief Network is proposed in [11]. This representation supports
joint object recognition and shape completion from depth maps and enables
active object recognition through view planning. The model, learns the dis-
tribution of 3D shapes from different object categories and various poses
from raw CAD data, while also discovering hierarchical compositional part
representations.
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Moreover, in [12], the authors present a novel methodology for optimizing
a robot’s vision sensor viewpoint and apply it in the tasks of object recogni-
tion and manipulation (grasping synthesis) in unstructured environments. The
algorithm uses extremum seeking control (ESC), which utilizes a task success
criterion in a continuous optimization loop. In the case of object recognition,
an image is captured by the robot’s camera and supplied to the recognition
algorithm. The algorithm generates a success rate value (probability of recog-
nizing an object) that forms the main component of the objective function,
which is to be maximized by the neural-network based ESC algorithm, towards
generating velocity commands for the robot camera. The camera moves on a
sphere (viewsphere) around the object, i.e., it points to the object all the time
while keeping the distance fixed. The algorithm requires neither a task model
nor training on offline image data for viewpoint optimization and is shown to
be robust to occlusions.

In [13] another active vision-based object recognition approach is pre-
sented, among other contributions. More specifically, a CNN-based approach
is described that allows object recognition over arbitrary camera trajectories,
(which generate multi-view image sequences) without requiring explicit train-
ing over the potentially infinite number of camera paths and lengths. This is
done by decomposing an image sequence into a set of image pairs, classifying
each pair independently, and then learning an object classifier by weighting the
contribution of each pair. The method is then extended to the next-best-view
problem in an active recognition framework. This is accomplished by train-
ing a second CNN to map from an observed image to the next viewpoint and
incorporating it into a trajectory optimisation task.

In [14] a method for active object recognition that involves a deep CNN
for the simultaneous prediction of the object label and the next action to be
performed by the sensor so as to improve recognition performance is presented.
The task is treated as a reinforcement learning problem and a generative model
of object similarities is embedded in the network for encoding the state of
the system. Other, older, active object recognition approaches, are reviewed
in [15–17].

[1] deals with the problem of active object reconstruction. In there, a next-
best-view planning scheme based on supervised deep learning is proposed. A
properly trained three-dimensional convolutional neural network (3D-CNN) is
used to predict the next-best-view position, given the current view.

Finally, in [18] a viewpoint planning strategy for 3D reconstruction with
application in the reconstruction of blades is presented. The algorithm focuses
on controlling surface overlap for the various views so as to allow for successful
registration. OctoMaps are used towards this end and the method is tested in
both simulation and real blade reconstruction.

2.2 Active Face Recognition

Despite the fact that active object recognition has attracted considerable inter-
est in the computer vision and robotics communities, active face recognition
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has been scarcely studied. Such a simple method is described in [6] and com-
prises of a neural network-based face recognizer along with a decision making
controller that decides for the viewpoint changes. More specifically, a pre-
trained VGG-Face CNN is used by the recognition module in order to extract
facial image features and it is combined with a nearest-neighbor identity
recognition criterion. The simple controller module can make three different
decisions based on the uncertainty of the current result (i.e., the distance d
between the input image and the closest image in the database of known per-
sons): a) recognize the individual, if d is below a threshold t1 b) disregard
the individual as unknown, if d is above a threshold t2 or c) reassess the sub-
ject by moving to a different viewpoint, if t1 < d < t2. The direction towards
which the movement shall be performed in order to increase the probability of
correct recognition is not studied by the authors.

The authors in [7] propose a deep learning-based active perception method
for embedding-based face recognition and examine its behavior on a real multi-
view face image dataset. The proposed approach can simultaneously extract
discriminative embeddings, as well as predict the action that the robot must
take (stay in place, move left or right by a certain amount, on a circle centered
at the person) in order to get a more discriminative view.

2.3 Multi-view Facial Image Synthesis

A significant number of techniques for synthesizing facial images in novel views
appeared in the last years since such images can have a number of applica-
tions, e.g., in improving face recognition accuracy. For example, since profile
faces usually provide inferior recognition results compared to frontal faces,
generative adversarial networks (GANs) based methods for the frontalization
of profile facial images [19] or generation of other facial views [20] have been
proposed for improving face recognition results.

A method for the generation of frontal views from any input view that
utilizes a novel generative adversarial architecture called the Attention Selec-
tive Network (ASN) is described in [21]. Towards improving single-sample
face recognition by both generating additional samples and eliminating the
influence of external factors (illumination, pose), [22] presents an end-to-end
network for the estimation of intrinsic properties of a facial image with recov-
ery of albedo UV map and 3D facial shape. In [23], a facial image rendering
technique is used both in the training and testing stages of a face recognition
approach.

A method that produces photorealistic facial image views is described in
[24]. The basic idea of this approach is that rotating faces in the 3D space
and re-rendering them to the 2D plane can serve as a strong self-supervision.
A 3D head model (obtained by utilizing the 3D-fitting network 3DDFA [25–
27]), accompanied by the projected facial texture of a single view, is being
rotated and multi-view images of the face are rendered using the Neural 3D
Differential Renderer [28] along with 2D-to-3D style transfer and image-to-
image translation with GANs to fill in invisible parts. This last state-of-the-art
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method was selected due to its robustness and photorealistic quality for the
generation of the synthetic facial images required by the method proposed in
this paper.

Although facial view synthesis can improve face recognition performance,
active perception methods can be expected to provide better results, in cases
where acquisition of additional ”real’ facial views is possible due to the
existence of e.g. a wheeled robot.

3 Proposed Active Face Recognition Algorithm

3.1 Face Recognition

Let us denote as database subset G a set of training facial images for the
persons that shall be recognized. Similarly, the facial images to feed the face
recognizer are included in the query (test) set T . The face recognition library
face.evoLVe [29] which contains many state-of-the-art deep face recognition
models, is used. More specifically, an implementation of a certain face recog-
nition approach of face.evoLVe from the OpenDr Toolkit [30, 31] was used.
IR-50 (50 layers) [32] trained on MS-CELEB-1M using an ArcFace [33] loss
head was used as the 512-dimensional feature extraction backbone.

For the database subset G, face detection, facial landmark extraction and
face alignment was based on the face.evoLVe module that is based on MTCNN
[34], whereas for the query images in T , these processing steps were based
on RetinaFace [35, 36]. Face recognition is performed by a nearest-neighbor
classifier that uses Euclidean distance in the 512-dimensional feature space to
find the database facial image that best matches the query image.

Face recognition confidence FRC ∈ [0, 1], is also evaluated based on the
distance between the input query image and the nearest image in the database
G. The FRC is given by the following formula:

FRC = 1− distance

threshold
(1)

where distance is the euclidean distance of query facial image from the nearest
neighbor image in the database G and threshold is the optimal threshold found
by running a pairwise matching experiment on LFW [37].

3.2 Active Face Recognition Using Synthesized Views

The proposed active face recognition algorithm uses the face recognition con-
fidence FRC and facial images synthesized for view angles around the current
robot view, in order to select the next robot movement, towards performing
a successful recognition. Starting from an initial position, the robot can take
one of the following three decisions: stay at the current position, move by θ◦ to
the right or move by θ◦ to the left, in order to acquire a new image. Depend-
ing on the achieved recognition confidence, one or more additional movements,
towards the same direction as the first one, might be decided.
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Algorithm 1 Active Face Recognition Algorithm on Pseudocode

Input:Ir, threshold, θ
◦

Result:PersonID(Ir)

1: α = Estimate V iew Angle(Ir)
2: I−s = Render(α− θ◦, Ir)
3: I+s = Render(α+ θ◦, Ir)
4: I = argmax(FRC(x))

x∈{Ir,I−
s ,I+

s }
5: if I = Ir then
6: IID = Ir
7: go to 32
8: else
9: if I = I+s then

10: θincr = +θ◦

11: else
12: θincr = −θ◦

13: end if
14: end if
15:

16: I1stepr = Move and Capture(α+ θincr)
17: if FRC(I1stepr ) > threshold then
18: IID = argmax(FRC(x))

x∈{Ir,I1step
r }

19: go to 32
20: else
21: I2steps =Render(α+ 2 ∗ θincr, I1stepr )
22: if FRC(I2steps ) < FRC(I1stepr ) then
23: IID = argmax(FRC(x))

x∈{Ir,I1step
r }

24: go to 32
25: else
26: I2stepr = Move and Capture(α+ 2 ∗ θincr)
27: IID = argmax(FRC(x))

x∈{Ir,I1step
r ,I2step

r }
28: go to 32
29: end if
30: end if
31:

32: PersonID(Ir) = Recognize(IID)

More specifically, given a facial query image Ir (subscript r stands for real),
captured by the robot camera at the robot starting position, the face syn-
thesis algorithm [24] is utilized to estimate the robot view angle α and then
render/generate facial views in 2 different view angles i.e. −θ◦ and +θ◦ in pan
with respect to the pan of Ir (and the same tilt as Ir). These two images are
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denoted by I−s and I+s respectively (subscript s stands for synthetic). Then,
the face recognizer is fed with these three images Ir, I

−
s , I+s (one real, two

synthetic ones). Depending on the image that obtained the biggest face recog-
nition confidence FRC, the robot stays in its current position (if FRC was
maximum in Ir) or physically moves −θ◦ (or +θ◦) (if FRC was maximum in
I−s (or I+s )) and acquires through its camera a new real image I−r (or I+r ). If a
”stay” decision was taken, the algorithm outputs the ID of the person it recog-
nized in Ir and terminates. If the robot moved, face recognition is performed
again in I−r (or I+r ) and the obtained FRC is compared to an experimen-
tally evaluated threshold t. In case a high enough confidence was observed,
the algorithm outputs the ID of the person it recognized in I−r (or I+r ) and
terminates. If not, it tries additional +θ◦ steps (movements) in pan, in the
same direction as the first step. In more detail, in this second step, it gener-
ates/synthesizes a facial view −θ◦ (or +θ◦) in pan from the current pan value
(and the same tilt), denoted as I−−

s (or I++
s ), and evaluates (by calling the

face recogniser) FRC on this synthetic image. If FRC(I−r ) > FRC(I−−
s ) (or

FRC(I+r ) > FRC(I++
s )) the algorithm decides that the robot shall stay in its

current position, outputs the ID of the person it recognized in I−r (or I+r ) and
terminates. Otherwise, the robot physically moves −θ◦ (+θ◦) from its current
position, acquires a new image I−−

r (I++
r ) and the algorithm outputs the ID

of the person it recognized in this image. The procedure can be repeated for a
number of additional steps (movements), until the predefined maximum num-
ber of steps is reached. The performance of the proposed procedure obviously
depends on whether the synthesis algorithm [24] estimates with sufficient accu-
racy the view angle of the query image Ir and also on whether the synthesized
views are of good quality. In order to limit the possibly negative effect of these
factors on the performance of the algorithm (e.g. by leading it to move towards
the wrong direction), the algorithm does not actually take a decision based on
the last real image it has visited but does so based on the real image where it
has obtained the maximum FRC value. In more detail, if the algorithm took
one step of −θ◦, it takes a decision using the real image I given by:

I = argmax
x∈{I−

r ,Ir}
(FRC(x)) (2)

or the equivalent expression that involves I+r , Ir, if a step of +θ◦ has been
taken. Similarly, if two steps of −θ◦ each have been performed, the algorithms
decides on the person ID using the real image I given by:

I = argmax
x∈{I−−

r ,I−
r ,Ir}

(FRC(x)) (3)

or the equivalent expression that involves I++
r , I+r , Ir, if two steps, of +θ◦ each,

have been taken. The pseudocode for the proposed method, when two steps
are allowed, is presented in algorithm 1.
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It should be noted that the actual recognition is always performed on a
real image, i.e., an image captured by the robot camera. The synthesized views
are only used to aid the robot in deciding whether to move in a new position
(and acquire a new image there) or stay in the current position. The rationale
behind the proposed approach is that in case the initial robot position is far
from a frontal or nearly frontal one, the algorithm will hopefully direct it
to move towards a position which is closer to a frontal one. Obviously, the
procedure can work, in the same way, for tilt.

4 Performance Evaluation

For the evaluation of the proposed active face recognition approach, a number
of experiments were conducted using the HPID dataset [38], the Queen Mary
University of London Multi-view Face Dataset (QMUL)[39] and a Synthetic
Dataset (SD) [40]. In all three datasets, images of all subjects were divided
into two non-overlapping subsets: a database subset G (images that the face
recognizer uses to decide upon the ID of the query image through the nearest
neighbor classifier) and a query (test) subset T (these are meant to be the
images captured by the robot camera in its initial position). This was done by
choosing images with different pan ranges for G and T . With this setup we
are simulating active recognition where the robot is moving only in the pan
direction. Short descriptions of the three datasets are provided below.

4.1 HPID Dataset

The HPID dataset [38] is a head pose image database consisting of 2790 face
images of 15 subjects captured by varying the pan and tilt angles from −90◦ to
+90◦, in 15◦ increments. Two series of images were captured for each person,
(93 images in each series).

The database subset G (Figure 1) contains facial images with tilt
in angles [−30◦,−15◦, 0◦,+15◦,+30◦] and pans [−15◦, 0◦], i.e. only nearly
frontal images. The query subset (Figure 2) contains face images with tilts
[−30◦,−15◦, 0◦,+15◦,+30◦] and pans [−90◦,−75◦,−60◦,−45◦,−30◦]. The
selection of the range [−90◦...− 30◦] in pan, instead of the full ([−90◦...− 30◦]
and [+30◦... + 90◦]) semi-circle, in this and the other two datasets, was just
for simplicity. Similar results were obtained in experiments involving the full
semi-circle.

Synthetic images generated from the ”real” query images for use from our
algorithm are depicted in Figure 3.

4.2 QMUL Dataset

Queen Mary University of London Multi-view Face Dataset (QMUL) [39]
consists of automatically aligned, cropped and normalised face images of 48
persons. Images of 37 persons are in greyscale (dimensions: 100x100 pixels)
whereas those of the remaining 11 subjects are in colour and of dimensions
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56x56. For each person 133 facial images exist, covering a viewsphere of
−90◦... + 90◦ in pan and −30◦... + 30◦ in tilt in 10◦ increments. For the
Database split G, the facial images with pan in angles [−10◦, 0◦] and tilt in
angles [−30◦, ...,+30◦] were used. The Query split T (test) includes images
with pan in angles [−90◦, ...,−20◦] and tilt in the range [−30◦, ...,+30◦].

4.3 Synthetic Dataset

The Synthetic Dataset (SD) was generated using Unity’s Perception package.
It consists of 175422 cropped face images of 33 subjects taken at different
environments, lighting conditions, camera distances and angles. In total, the
dataset contains images for 8 environments, 4 lighting conditions, 7 camera
distances (1m-4m) and 36 camera angles (0− 360◦ at 10◦ intervals). A subset
of the dataset was used in the experiments. The subset included all 33 subjects
in all environments and 1 lighting condition, at a camera distance of 1.0 m. For
the Database split G, facial images with pan [0◦,+10◦] and tilt 0◦ were used.
The Query (test) split T included images with pan in the range [+20◦, ...,+90◦]
and tilt 0◦.

Fig. 1 Samples from the database subset G of the HPID dataset, depicting real facial
images of a subject with tilt angles [−30◦,−15◦, 0◦, 15◦, 30◦] and pans [−15◦, 0◦, 15◦].

4.4 Results

Results (in terms of recognition accuracy) are presented in Table 1. The line
marked ”Static” in this Table presents the result of the static equivalent of
our approach, in which only the initial query facial image is used by the same
recogniser involved in the active approach. As can be seen, the proposed active
method (lines ”Proposed (Active), 2 steps” and ”Proposed (Active), 4 steps”,
referring to the cases where the robot can move up to 2 or 4 times from its
initial position in θ◦ increments) outperforms its static counterpart for both 2
and 4 algorithm steps, at the obvious expense of additional robot movements
and time required to perform them. For the HPID and SD datasets the best
performance is obtained for 4 steps of the algorithm and the absolute increase
of accuracy with respect to the static version is 15.61% and 13.05% respec-
tively, whereas for the QMUL dataset the best performance is obtained for 2
steps (increase of 15.69% compared to the static approach).
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Fig. 2 Samples from the query subset T depicting real facial images of a subject with tilts
[−30◦,−15◦, 0◦, 15◦, 30◦] and pans [−90◦,−75◦,−60◦,−45◦,−30◦].

Fig. 3 Samples of synthetic facial images generated from the query subset T of the HPID
dataset. Each row depicts the two synthetic images generated in pan angles pan − 15◦ ,
pan+15◦ from real images with pans [−75◦,−60◦,−45◦,−30◦]. Each row corresponds to a
different tilt value of the real image, in the range [−30◦,−15◦, 0◦, 15◦, 30◦].

Fig. 4 Samples from the database subset G of the SD dataset, depicting facial images of
four subjects with tilt angle 0◦ and pans [0◦,+10◦].
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Fig. 5 Samples from the query subset T of SD Dataset depicting facial images of four
subjects with tilt 0◦ and pans [+20◦,+30◦,+40◦,+50◦,+60◦].

Table 1 Face recognition accuracy results and comparison with the static approach and
other variants

Method HPID[38] QMUL [39] Synthetic(SD) [40]
Static (only Queries) 72.49 % 69.88% 66.95%

Proposed (Active) (2 steps) 82.12% 85.57% 68.35 %
Proposed (Active) (4 steps) 88.10% 82.85% 80%

Random direction movement (2 steps) 71.31% 72.68% 63.54%
Frontalization by physical movement (real frontal views) 74.82% 62.83% 56.33%

Frontalization (synthetic frontal views) 80.75% 75.95% 66.10%
Static & Synthetic (real & synthetic views) (4 steps) 72.22% 66.35% 62.28%

Table 2 Comparison with [7]

Method HPID [38] QMUL [39] Synthetic (SD) [40]
Proposed (Active) (2 steps) 82.88% 82.47% 85.00%
Proposed (Active) (4 steps) 87.78% 84.59% 88.81%

[7] (Active) (2 steps) 60.96% 69.94% 67.63%
[7] (Active) (4 steps) 61.30% 68.11% 70.41%

The proposed approach was also compared to the frontalization approach
that is often used in face recognition when the recognizer is trained only on
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frontal views. In this case, the facial view synthesis algorithm [24] is used in
order to generate a frontal (0◦ in pan) view from the input (query) image.
This image is then provided to the recognizer. The results (line ”Frontal-
ization (synthetic frontal views)”) show that although frontalization achieves
improved performance with respect to the static approach in HPID and QMUL
datasets and similar performance in SD, it is superseded by the proposed active
approach. Indeed the best achieved results of the proposed approach corre-
spond to an absolute increase in accuracy (with respect to the frontalization
approach) of 7.35%, 9.62% and 13.9% for the HPID, QMUL and SD datasets
respectively.

One can naturally wonder what is the benefit of introducing an active
approach, that involves actual robot movement, over the use of synthetic
images only. To answer this question we set up another experiment where for
each (real) query image, captured at a view angle α we generate (where pos-
sible) 8 synthetic images at angles α ± θ◦, ..., α ± 4θ◦ around the query and
feed them to the recognizer along with the query image. The result with the
highest FRC is then adopted as the final decision. Results are presented in
line ”Static & Synthetic (real & synthetic views) (4 steps)”. Obviously this
approach is not viable, providing results inferior to those of the static case.

One could also argue that, instead of using the synthesized views as pro-
posed in this paper, it would suffice to estimate the view angle of the robot
with respect to the person and instruct it to move directly (i.e., without inter-
mediate steps) to the position that would allow it to obtain a frontal view
(0◦ in pan). However, there are certain difficulties that would make such an
approach hard to implement in practice. Indeed, we observed during the exper-
iments that view angle estimates (at least those provided by the view synthesis
algorithm used in this paper) although accurate enough for the purposes of
view synthesis, are quite far from the ground truth values, thus deeming this
approach problematic. Experiments were performed to quantitatively verify
this claim. The experimental evaluation was conducted on all three datasets,
and involved obtaining the view angle estimate θ◦ and instructing the robot
to physically move by −θ◦ and recognise the subject from its -supposedly-
frontal new position. The respective recognition accuracy figures are provided
in the line ”Frontalization by physical movement (real frontal views)” of Table
1. The obtained results show that this approach is significantly inferior to the
proposed one and also worse than the frontalization approach that is based on
view synthesis. As a matter of fact, this approach is inferior to even the static
one in two out of three datasets.

Another set of experiments were conducted in order to prove that the
guidance provided by the synthesized views with respect to the direction the
robot shall move is beneficial for the proposed algorithm. Towards this end, the
proposed approach was compared to a two-step random direction movement
approach that was implemented as follows: starting from its initial position, the
robot chooses a random direction (positive or negative rotation, i.e., right or
left movement) and then performs two θ◦ steps (θ◦ = 10◦ or 15◦ depending on
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the dataset) towards this direction, capturing the respective (real) images. The
decision on the ID of the depicted person is then taken based on the real image
(one of the three available) where the maximum FRC value was observed.
This approach is similar to the 2 step version of the proposed algorithm, the
difference being that the movement direction is not decided on the basis of
the utilized synthetic views but is chosen randomly. The recognition accuracy
results for this approach are presented in row ”Random direction movement
(2 steps) of Table 1. By observing this Table, one can notice that results are
close to those of the static approach but clearly inferior to those obtained by
the 2 step version of the proposed algorithm. This verifies that the guidance
provided by the synthetic images is indeed beneficial for the recognition.

Finally, the proposed method was compared to the recent embedding-based
active deep face recognition technique [7]. The experimental setup followed in
[7] for the HPID datased, was used in all three datasets. More specifically,
75% of the subjects contained in each dataset was used to train the models
of [7], while the remaining 25% were used for evaluating the trained models
(test set). Since our approach requires no training, only the test set data were
utilized in the experiments that involved it. Images in the test set were used
to form the Database split G and the Query split T, in the same way (same
range of pan and tilt angles) mentioned in Sections 4.1 to 4.3. Results are
presented in Table 2. One can observe that the proposed method outperforms
the method in [7] in both the 2 and 4 steps setups, achieving (in the 4 steps
setup) an absolute increase in accuracy of 26.48%, 16.48% and 18.40% for the
HPID, QMUL and SD datasets respectively.

Statistics regarding the steps taken by the proposed approach (4 steps) are
presented in Table 3 for the SD dataset. Each row in this Table corresponds to
the type of real image that the algorithm reached in its course, i.e., the number
of steps it has taken towards the right or the left direction. These types are
mentioned in the first column and follow the same naming conventions used
in Section 3.2. For example, the row marked I+r includes statistics for cases
where the algorithm (robot) moved by +10◦ from its initial position (the one
represented by the input query image). The pan angle increment from the
initial position, the number of images and the percentage they represent over
the total are presented for each case. The presented statistics show that in
24.34% of the cases the robot decided to stay in its initial position whereas in
the remaining 75.66% it moved by ±10◦, ..,±40◦ (one to four steps). It shall
be noted however that the decision on the ID of the depicted person is not
necessarily obtained from the last position the robot has visited, due to the
fact that the image with the maximum recognition confidence (FRC) is used
for this purpose.

The average number of movements that the algorithm instructs the robot
to perform can be easily evaluated from statistics such as the ones presented
in Table 3. The respective figures are presented in Table 4. Note that in case
the robot decides to performs no movement (stay decision) the number of
movements is obviously zero. As can be seen, when 4 steps are allowed, the
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Table 3 Active Face Recognition Statistics (4 Steps, SD dataset): steps performed by the
algorithm.

Image type Angle # Images Percentage
Ir 0◦ 28 24.34%

I+r +10◦ 5 4.347%

I++
r +20◦ 7 6.086%

I+++
r +30◦ 5 4.347%

I++++
r +40◦ 3 2.608%

I−r −10◦ 52 45.217%

I−−
r −20◦ 8 6.956%

I−−−
r −30◦ 4 3.478%

I−−−−
r −40◦ 3 2.608%
Total − 115 100%

algorithm instructs the robot to make, on average, from 0.76 to 1.17 move-
ments, a fact that denotes that the time required for active recognition (time
for the computations as well as the time for the robot to move) is relatively
low and can be further lowered if only 2 steps are allowed.

Table 4 Active Face Recognition Statistics: average number of steps.

Method HPID [38] QMUL [39] SD [40]
Proposed (Active) 2 steps 0.82 0.6689 1.14
Proposed (Active) 4 steps 0.89 0.7623 1.17

In addition, Table 5 presents statistics regarding the moves that the algo-
rithm (equivalently the robot in a real situation) performs and whether these
lead towards a frontal view, i.e., 0◦ in pan (which is something that might be
expected since the recognised is trained on near frontal images) or away from
such a view. The statistics for the HPID, show that in most cases (59.6%) the
algorithm moves the robot towards a frontal view. However, in another 20.6%
of the cases the robot moves away from the frontal position, which indicates
that either the estimate for the view angle of the input (query) image provided
by the view synthesis algorithm is rather inaccurate or that the generated syn-
thetic views are in some cases of poor quality, causing the algorithm to err
with respect to the direction it shall move the robot. A similar behavior can
be observed in the SD dataset, whereas in QMUL in the majority of cases
49.35% the algorithm decides to stay in the initial position whereas it moves
away from the frontal direction in 45.73% of the cases (Table 5). Despite these
issues, the algorithm manages to achieve good results in most cases.

Table 5 Active Face Recognition Statistics: move type (4 steps)

Move Type HPID [38] QMUL [39] SD [40]
towards frontal 447(59.67%) 57(4.9%) 67(58.26%)

stay 117(15.62%) 573(49.35%) 28(24.34%)
away from frontal 155(20.69%) 531(45.73%) 20(17.39%)

total 749 1161 115
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4.5 Simulation Results

In order to provide simulation-based evidence that the proposed active vision
method is indeed effective, we created a simple simulation environment using
the open source and widely used Webots [41],[42] robotic simulator. The envi-
ronment implements a face recognition scenario that involves a TIAGo mobile
manipulator robot1 and its RGB camera. The TIAGo model2 provided with
the simulator moves in a circle around a static human model and performs
face recognition using the proposed active method (2 steps approach). The
method involves the same face detector and recogniser used in the experiments
performed on the three datasets. The Database split G of the face recogniser
contains facial images from 10 subjects with pan [0◦,±15◦] and tilt 0◦ . In the
implemented scenario, the robot is placed (initialized) at a random location
approximately 2m away form the subject and performs active recognition on
the face detected in the frames of its camera.

Fig. 6 A simulation inWebots where a TIAGo mobile robot performs active face recognition
on person 06 starting from two different initial robot positions (top row) and reaching its
final position (respective image at the bottom row). The sub-image at the upper-left corner
depicts the robot camera view along with the face detection bounding box, person label and
recognition confidence.

1https://pal-robotics.com/robots/tiago/
2https://cyberbotics.com/doc/guide/tiago-steel
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Fig. 7 Additional simulation examples involving persons 09 (left) and 04 (right). Top row:
initial robot positions. Bottom row: final robot position. Notice that in the case of person
04 the robot recognizes a different one (person 09) in its initial position, however this is
corrected in its final position.

As illustrated in Figures 6 and 7 the robot moves towards more frontal
views, increasing the recognition confidence and, in one case (Figure 7 right),
changes its decision regarding the person’s identity, towards the correct one.

5 Discussion and Conclusions

An active face recognition approach that utilizes facial views produced by
facial image synthesis was presented in this paper. The camera-equipped robot
that performs the recognition selects the best among a number of candidate
physical movements around the person of interest by simulating their results
through view synthesis. Experimental results show that the proposed method
is superior to both its static version and face recognition that involves syn-
thetically generated images. Moreover, it achieves significantly better results
than the method in [7].

It shall be noted that certain assumptions were adopted in this paper and,
furthermore, a number of issues were not fully addressed. First of all, the
actual control of the robot in order to move in θ◦ increments around the
person is not dealt with, being outside the scope of the paper. However, a
rough estimate of the person position with respect to the robot would suffice
to enable robot control. Also, it was assumed that the person being recognized
remains relatively static during the recognition process, which can be a fair
assumption if this process is brief or in situations when the person is siting
or lying on a bed. In case the person moves during this process, this shall be
taken into account by the algorithm.

Moreover, it was assumed that there are no obstacles in the robot path. If
this is not the case, these obstacles shall be detected (e.g. by a depth sensors)
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and taken into account when planning the next move. Furthermore, obstacles
in the space between the robot and the person might occlude the person for
certain robot-person relative positions. However, since the algorithm decides
on the person’s identity based on the acquired image where the recognizer
obtained the largest recognition confidence, it is rather safe to assume that, in
most such cases, the algorithm might not face serious problems, even if it has
instructed the robot to move in positions where occlusions occur.

Regarding algorithm performance, as mentioned in the previous section,
there is a significant number of cases where the algorithm instructs the robot
to move in a direction that is not towards a more frontal view. This might
be attributed to errors of the view angle estimation and view synthesis algo-
rithms. Using a better algorithm of this type might possibly lead to even bigger
improvements with respect to the static approach. Another useful observation
is that, giving the robot the freedom to move for additional steps (4 instead
of 2) does, in two of the three datasets, significantly improve the recognition
accuracy.

In the future, we plan to evaluate the proposed algorithm in larger
datasets and extend the Webots simulation in order to investigate some of
the issues mentioned above (occlusions, objects that hinder robot motion etc).
Comparison of our approach to additional methods is also planned.
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