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Abstract Cinematography with Unmanned Aerial Vehicles
(UAVs) is an emerging technology promising to revolution-
ize media production. On the one hand, manually controlled
drones already provide advantages, such as flexible shot setup,
opportunities for novel shot types and access to difficult-to-
reach spaces and/or viewpoints. Moreover, little additional
ground infrastructure is required. On the other hand, en-
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hanced UAV cognitive autonomy would allow both easier
cinematography planning (from the Director’s perspective)
and safer execution of that plan during actual filming; while
integrating multiple UAVs can additionally augment the cin-
ematic potential. In this paper, a novel multiple-UAV soft-
ware/hardware architecture for media production in outdoor
settings is proposed. The architecture encompasses mission
planning and control under safety constraints, enhanced cog-
nitive autonomy through visual analysis, human-computer
interfaces and communication infrastructure for platform scal-
ability with Quality-of-Service provisions. Finally, the ar-
chitecture is demonstrated via a relevant subjective study on
the adequacy of UAV and camera parameters for different
cinematography shot types, as well as with field experiments
where multiple UAVs film outdoor sports events.

Keywords Multiple-UAV cooperation · media production ·
UAV cinematography · autonomous drones

1 Introduction

Originally conceived as strategic military tools, Unmanned
Aerial Vehicles (UAVs or “drones”) have gradually become
highly useful in several domains, e.g., for scientific data col-
lection, agricultural applications, or in infrastructure inspec-
tion. Particularly, their use is on a steep rise for amateur and
professional media production, where they mainly serve as
compact aerial cameras. Camera-equipped UAVs possess in-
teresting features: they can cover a scene of interest from
different viewpoints, producing more aesthetically pleasing
shots; they can operate in places that are difficult to access;
they are ideal to cover outdoor events in large spaces, as
they do not depend on previously installed infrastructure;
etc. UAVs for media production can substitute both dollies
(static cranes) and helicopters, thanks to their higher flexibil-
ity, easier deployment and lower cost. Their prominence in
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cinematography applications has been highly boosted dur-
ing the past decade, as they became more affordable and
their technology improved at a rapid pace.

Shooting with a remotely-operated drone is still the norm
in industry practice for professional aerial cinematography.
Two operators are typically required, a pilot to control the
vehicle and a camera operator to handle the camera. Pi-
lots must also take care of safety and regulatory issues, like
keeping a maximum flight height or a permissible proxim-
ity to human crowds. This burden can be reduced by em-
ploying recent commercial drones that incorporate some au-
tonomous/cognitive functionalities [10, 49, 52]. However,
these systems are limited to rudimentary single-UAV film-
ing, either in the form of chasing a moving target, or by fol-
lowing pre-defined routes, and they do not address all cine-
matographic principles.

Using fleets of cooperating drones for media production
would allow operators to film different targets concurrently,
permitting novel three-dimensional visual effects. Addition-
ally, it would increase spatiotemporal scene coverage, by re-
ducing “dead” time intervals due to vehicles traveling be-
tween desired viewpoints. However, deploying manually-
operated drone fleets for professional filming significantly
raises logistics costs: both the number of human operators
and their cognitive load are increased. Therefore, UAV fleets
with advanced autonomous functionalities, minimizing the
need for human intervention, are clearly the future of aerial
media production.

Considering the above, this paper presents a novel multiple-
UAV architecture for media production. The architecture in-
tegrates all relevant players, namely a media Director, a flight
safety Supervisor and several UAVs with professional on-
board cameras. The Director is in charge of defining shots
and organizing media production from the aesthetic point of
view; whereas the Supervisor is in charge of ensuring flight
safety during production. A multiple-UAV architecture for
media production operating in outdoor events is challeng-
ing from several aspects: (i) it should provide interfaces for
human operators with different background, e.g., media pro-
duction crew and flight safety staff (pilots); (ii) a significant
degree of decisional and functional autonomy is required to
reduce the cognitive load of human operators; (iii) UAVs
must satisfy safety and aesthetic constraints while filming
the desired shots; and (iv) an efficient communication in-
frastructure is necessary for sharing video streams and other
information (e.g., telemetry).

The main contribution of this paper is the multiple-UAV
system architecture itself, which integrates mission design
and description, as well as mission planning and execution,
to yield autonomous media production in outdoor settings
using a coordinated UAV fleet. This was the main objective
of the EU-funded project MULTIDRONE 1, which served

1 https://multidrone.eu/

as a framework for the work proposed. Previously published
articles have presented the specific algorithms implemented
for each individual component in the system. In contrast,
here the focus is on the overall architecture that integrates
the multiple hardware platforms/modules and perception, plan-
ning or control algorithms, which is showcased for the first
time in detail.

In general, the MULTIDRONE architecture includes the
following features:

– A human-computer interface for the media production
team. Different shots can be specified and encoded by a
novel language to describe cinematography missions.

– A human-computer interface for the security Supervisor.
– Functionalities for autonomous multiple-UAV mission

planning and execution. The UAVs can autonomously
perform a wide range of shots.

– A communication infrastructure for video streaming with
Quality-of-Service functionalities.

– Embedded computing on-board the UAVs allows for 3D
target (e.g., sportsmen) localization and tracking, while
avoiding obstacles, collisions between them and enter-
ing into each other’s field of view.

The remainder of this paper is structured as follows: Sec-
tion 2 overviews the current state of the art in UAV media
production; Section 3 formulates the problem to solve; Sec-
tion 4 presents an overview of the proposed architecture;
Section 5 introduces the relevant Graphical User Interfaces
that have been designed and implemented; Sections 6 and 7
detail the software and hardware components, respectively;
Section 8 describes the communication architecture; Sec-
tion 9 discusses relevant aspects of the architecture, partic-
ularly, its scalability and its safety; Section 10 presents an
empirical evaluation of the proposed architecture, both on
real hardware and in simulation; while Section 11 provides
conclusions drawn from the preceding discussion, as well as
possible avenues for future research and development.

2 State-of-the-art in UAV Media Production

The main shooting scenarios in typical media production [29,
30] are the following ones:

– off-line shooting with full post-production editing (i.e.,
for TV programmes or movies);

– filming of live events for deferred broadcast and, thus,
with potential post-production modifications (i.e., for de-
ferred TV programmes);

– full live event shooting (i.e., for live TV programmes)
with limited post-production effects.

In all scenarios, current practice in media production
with UAVs requires the Director to prespecify the targets to
be filmed, i.e., subjects or areas of interest within the scene.
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Then, she/he designs a cinematography plan in preproduc-
tion, composed of a temporally ordered sequence of target
assignments and desired filming shot types, which the pilot
and the cameraman, acting in coordination, attempt subse-
quently to implement during shooting. When performed in
fully manual mode, this becomes a challenging task.

Relevant research has been carried out on standardiza-
tion for drone cinematography. One aspect to study is a use-
ful UAV shot type taxonomy, serving as an aesthetically
meaningful vocabulary of visual building blocks. The vari-
ous shot types in UAV cinematography can be described us-
ing two complementary criteria: the framing shot type (FST)
and the camera motion type (CMT). Each CMT can be suc-
cessfully combined with a subset of the possible FSTs, ac-
cording to Director’s specifications, so as to achieve a pleas-
ant visual result. The FSTs are primarily defined by the rel-
ative size of the main subject/target being filmed (if any)
to the video frame size (e.g., medium shot, close-up, etc.);
while the CMTs are defined by the drone trajectory relative
to the moving or still target (e.g., orbit, chase, fly-by, etc.).

In the context of the proposed system, a full UAV shot
type taxonomy has been developed and formalized, consist-
ing of 26 CMTs, 8 FSTs and 4 multiple-UAV shot types. The
latter have been derived by identifying different pleasing
combinations of multiple single-UAV camera motion types,
assembled in meaningful sequences. Additionally, a set of
constraints and relevant rules have been analytically derived
for several CMTs. These estimate the achievable zoom level
(and, therefore, feasible FSTs), so that computer vision al-
gorithms for visual target tracking do not fail. The above
work has been fully detailed in [23–25, 28, 31].

A second important aspect of UAV cinematography is
the need for a language that can compactly and accurately
describe a shooting mission in a formal manner. In the con-
text of the proposed architecture, this would facilitate the in-
teraction between the Director and the envisioned autonomous
system. Thus, an attempt at building such a language for the
case of full live event shooting was carried out and described
in [28, 35].

Regarding autonomous platforms, relevant research and
commercial product availability has intensified over the past
years. For instance, there are some end-to-end solutions for
semi-autonomous aerial cinematographers [15, 20], where a
Director specifies high-level commands such as shot types
and positions, while the drone is in charge of autonomously
implementing the navigation functionality. An outdoor ap-
plication for filming people is proposed in [20], where dif-
ferent types of shots from the cinematography literature are
introduced (e.g., close-up, external, over-the-shoulder, etc).
Timing for the shots is considered by means of an easing
curve that drives the drone along the planned trajectory (i.e.,
the curve can modify its velocity profile). In [15], an iter-
ative quadratic optimization problem is formulated to ob-

tain smooth trajectories for the camera and the look-at point
(i.e., place where the camera is pointing at). In general, these
works present interesting theoretical properties, but they are
restricted to offline optimization with a fully known map of
the scenario, and static or close-to-static guided tour scenes,
i.e., without moving actors.

In the robotics literature, some recent works have also
considered cinematographic principles for filming dynamic
targets in outdoor scenarios. In this vein, visual tracking and
camera motion planning considering collisions and aesthetic
constraints is performed in [4]. A method based on rein-
forcement learning has also been proposed [16] to achieve
visually pleasant shots. Similarly, the authors in [19] present
an algorithm to imitate (learning from demonstration) pro-
fessional cameraman’s intentions, for capturing aerial footage
of a single subject. The authors in [5] propose a system
for aerial cinematography with a single UAV that combines
vision-based target localization with a real-time camera mo-
tion planner optimizing smoothness, collisions and artistic
guidelines. They show impressive field experiments, but their
focus is mainly on mapping and obstacle avoidance, rather
than multi-shot scheduling. Moreover, only a simplified set
of shots is considered: left, right, front, back. In general,
these papers provide results quite interesting in terms of out-
doors operation or online trajectory planning, but are always
restricted to a single-UAV scenario.

In the case of multiple cameras filming simultaneously,
additional challenges arise. In [3], an optimization-based al-
gorithm is proposed for computing a single, aesthetically
pleasing video, conforming to basic cinematic guidelines
(such as the 180-degree rule and jump cut avoidance). Raw
feeds coming from multiple cameras are used. Operating
also within a multiple-camera context, automated editing
has been considered as a problem of camera selection over
time [9]. A framework for automatically computing a variety
of cinematically plausible shots from a single input video,
suitable to the special case of live performances, is presented
in [13]. It acts as a virtual camera assistant to the film edi-
tor, who can assemble novel shots in the editing room with
a combination of high-level instructions and manually se-
lected key-frames. The work in [48] proposes a method to
place as few UAVs as possible to cover all the available tar-
gets in the scenario without occlusion. However, the rele-
vant calculations are performed in a 2D space and assume
that the cameras always face the targets. Moreover, smooth
transitions are not considered, with only the best shooting
points being computed. In [38], a method is presented to op-
timize 3D UAV trajectories for cinematography purposes.
It resolves a non-linear optimization problem in a reced-
ing horizon fashion, taking into account collision avoidance
constraints for multiple UAVs. This method extends a pre-
vious, single-UAV method [37] that only optimizes local
trajectory segments. However, the approach is restricted to
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indoor settings and flight time constraints are not consid-
ered. The system in [12] is closer to the one presented in
this paper, as the authors also propose a complete archi-
tecture for cinematography with multiple UAVs. A master-
slave approach is used to coordinate the motion of the UAVs
around dynamic targets: a single master UAV is supposed
to be shooting the scene at a time, while the slaves offer
alternative viewpoints or act as replacements. In compari-
son, the MULTIDRONE architecture presented here is more
flexible, since different types of shots can be filmed concur-
rently. Moreover, it has also been demonstrated in outdoor
settings, while [12, 38] used an indoor Vicon motion capture
system that provided accurate positioning for all targets and
UAVs.

Overall, these works present quite valuable contributions
for cinematography with multiple UAVs, but the specifics
of outdoor scenarios differ in several aspects, as the envi-
ronment is less controlled: UAVs require more payload to
carry on-board cameras with better lenses and equipment for
larger range communication; achieving smooth trajectories
is more complex due to external factors, such as wind gusts
or communication delays; UAV positioning is less accurate
in general; etc. [6] does propose quite an interesting multi-
UAV architecture which is evaluated outdoors, although it
does not consider either user interfaces nor hardware inte-
gration.

Certain commercial applications, also oriented towards
outdoor single-UAV cinematography planning, have been
released within the last few years. Notably, Skywand [14]
is a virtual reality system, allowing the user to aerially ex-
plore a 3D graphics model of the scene that she/he wants to
cover and identify/place desired key-frames within the vir-
tual environment. The system then computes the real drone
trajectory, as well as the corresponding sequence of camera
rotations, required for a smooth shot containing these key-
frames to actually be filmed. FreeSkies CoPilot [11] is a mo-
bile software suite, offering similar functionality but with a
simple 3D map instead of a virtual reality interface. In both
cases, the resulting drone autonomy and environment per-
ception are minimal, the cinematography plan consists of
example key-frames, the computed flight paths cannot be
adjusted online and no-fly zones (due to legal restrictions)
are not integrated.

In summary, there is still a need for comprehensive ap-
proaches to achieve autonomous aerial cinematography with
multiple UAVs. The existing methods only focus on some of
the sub-problems addressed in MULTIDRONE, are limited
to controlled indoor settings, do not cope with the limita-
tions of video communication channels, or support only a
reduced set of specific cinematic shot types.

3 Problem Formulation

In the proposed multiple-UAV architecture, the Director can
design Shooting Missions using a graphical interface. In a
Shooting Mission, the Director describes the set of shots
(i.e., Shooting Actions) that need to be performed. Each shot
or Shooting Action contains specific parameters like the shot
type (e.g., CMT, FST, etc.), the duration, the starting posi-
tion, and so on; and it is associated with a triggering Event
(e.g., the start/end of a race, targets reaching a point of in-
terest, etc.). Shooting Missions are translated into an XML-
based language [35] that can be interpreted by the autonomous
multi-UAV system. Then, the system is able to compute fea-
sible plans to assign Shooting Actions to the different UAVs
and execute them. In the mission description, it is assumed
that the Director can know or predict the occurrence time
for the Events which trigger Shooting Actions, as well as
the target trajectories. During mission execution, the Direc-
tor may command on-the-fly replanning if the actual target
motion differs significantly from the prespecified/foreseen
one.

In order to carry out a Shooting Mission, the architecture
needs to consider components to design the mission itself,
to plan it and to execute it. The architecture splits mission
planning and execution into two problems to be solved se-
quentially:

Problem 1 Given a set of UAVs with initial positions and
remaining battery levels, and a set of Shooting Actions de-
signed by the Director to be performed; assign Shooting Ac-
tions to UAVs (the complete shot or a portion) to cover as
much percentage of the whole mission as possible, respect-
ing the battery duration of each UAV.

Problem 2 Given a set of UAVs with different shots as-
signed, and an estimated trajectory for the target to be filmed;
compute the required UAV trajectories and UAV-mounted
gimbal/camera rotations over time, in order to film the as-
signed shots as smoothly as possible, while avoiding colli-
sions and camera occlusions.

Plans computed to solve Problem 1 need to comply with
temporal constraints (i.e., starting time of each Shooting Ac-
tion) and battery duration, thus it is necessary to predict the
arrival time of each UAV to the starting position of its Shoot-
ing Actions, as well as its remaining battery. The UAV con-
trollers developed to solve Problem 2 can be used to derive
those estimations. Then, during mission execution, inaccu-
racies in those predictions can be addressed by triggering a
replanning mechanism to adjust plan deviations. Mathemat-
ical details about the formulation and solution for Problem
1 and Problem 2 can be found in [7] and [1], respectively.
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4 Multiple-UAV System Overview

In order to solve the problems stated in Section 3, the MUL-
TIDRONE consortium followed a thorough process for de-
signing, implementing, and testing the envisioned system.
This process was divided in four phases. First, end-users
(in this case, the Italian and German television broadcast-
ers RAI and DW) provided a set of media production re-
quirements for the system, which were collected in a public
document [36]. Those requirements were organized in three
fundamental layers: usage scenarios (the objectives), media
production (the process through which the objectives were
to be achieved), and system platform (the infrastructure en-
abling and supporting the process). In the second phase, the
end-user requirements seved as a basis for deriving the spec-
ifications and the design of the envisioned modular multi-
actor system architecture, its communications, as well as its
functionalities. The third phase entailed development of the
software and its integration on the hardware. During this
phase, the software was continuously tested in simulation
and in preliminary experiments with the actual hardware. Fi-
nally, the system was evaluated with experiments in mock-
up and real scenarios, as described later in Section 10.

The MULTIDRONE system developed as a product of
this methodology consists of multiple interacting compo-
nents that reside either on-board the UAVs, or on a central
Ground Station. Figure 1 depicts an overview of these com-
ponents.

The Ground Station contains the following relevant parts:

– Director’s Dashboard. The Director’s Dashboard is a
component for Human-Computer Interaction (HCI) with
the media production team. The Director and her/his ed-
itorial team can specify the Shooting Missions with dif-
ferent Shooting Actions associated with Events. This in-
formation is provided before shooting commences, but
during production the Director can also trigger new shots
or stop/replace previous ones on-the-fly. Additionally,
the Dashboard allows for manual control of the cameras
on-board the UAVs.

– Supervision Station. This component is also used for
HCI with the flight safety Supervisor, a person in charge
of validating and monitoring the safety and security of
a mission. After checking that a preplanned mission is
safe, this Supervisor operator will validate it for execu-
tion. She/he will also monitor the status of the UAVs
through the Supervision Station, so as to cancel the mis-
sion in case any security issue arises during execution.

– Mission Planning and Execution. These components
are responsible for transforming the Shooting Mission
specified by the Director into individual plans for each
UAV. A plan is computed to allocate the requested shots
to the available UAVs and compute their corresponding
paths. During production, the mission progress is mon-

itored and replanning is triggered if any UAV facing an
emergency is not available anymore, or if the Director
decides so (e.g., by sending new shots).

– Perception and Mapping. These components provide se-
mantic mapping functionalities to constantly update a
preconstructed map of the environment, for instance with
information about no-fly zones due to human crowd gath-
ering. Additionally, there are components for fusing in-
formation derived from multiple sources (i.e., cameras
on-board the UAVs, GNSS receivers on the target, etc.)
and estimating the 3D position of targets that hold inter-
est for media production.

Apart from the Ground Station, the architecture is dis-
tributed along the fleet of UAVs with additional modules
that run on-board. These modules are in charge of executing
the plan assigned to each UAV and performing visual target
tracking with the on-board cameras. Multiple functionali-
ties, such as autonomous UAV localization and navigation,
collision avoidance and camera control are implemented.
Furthermore, bidirectional connectivity between the UAVs
and the Ground Station is provided by a communication
module based on LTE with Quality of Service (QoS) capac-
ities, whereas inter-UAV connectivity is achieved via Wi-Fi.

The various architectural components are detailed in the
next sections: Section 5 will expand upon the HCI compo-
nents, i.e., Dashboard and Supervision Station, the remain-
ing software modules will be explained in Section 6, while
the system hardware and the communication infrastructure
will be presented in Sections 7 and 8, respectively.

5 Human-Computer Interfaces

This Section describes the Human-Computer Interfaces of
the MULTIDRONE architecture. The Director and her/his
media production team interact with the system through the
Dashboard, while the Supervisor does so through the Super-
vision Station.

5.1 Director’s Dashboard

The Dashboard is a software tool used by the production
team to govern the multiple-UAV system from the editorial
point of view, both in the preproduction and the production
phases. The main objective of the Dashboard is to support
the Director in the creation and execution of Shooting Mis-
sions.

Shooting Mission descriptions may be inserted and mod-
ified through the Dashboard GUI (Graphical User Interface)
during the preproduction stage, until a satisfactory result
(from the editorial point of view) is achieved. Then, data are
exported to an XML file and sent to the mission planning
and execution component.
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Fig. 1: Overview of the proposed multiple-UAV architectural components: on-board (top) and Ground Station (bottom).

The GUI is designed to be responsive and accessible
through any kind of device, from smart-phones to desktop
computers.It allows the Director to configure the UAV fleet
formation, to define the Shooting Mission via the live Shoot-
ing Action timeline (the timeline of Events for which there
are shots planned), and to intervene to filming parameters
through the live camera/gimbal controls for each UAV. The
UAV fleet formation is configured using a map of the ge-
ographical region where the mission will take place, over-
layed with graphics showing the position of the formation,
as well as the position of the target and its expected trajec-
tory. Upon Director’s request, the current Shooting Action
can be visualized on the map.

Further details concerning the Dashboard can be found
in [28, 35].

5.2 Supervision Station

The role of the Supervision Station is to reduce the work-
load of the Supervisor, allowing her/him to guarantee the
safe execution of multiple-UAV missions. The ultimate pur-
pose of the Supervision Station is to replace all UAV pilots
as soon as regulation allows for it, by providing the same
flight safety mechanisms available on a pilot’s Radio Con-
trol station.

Thus, the Supervision Station includes a suitably designed
GUI that displays all required information, so that the Super-
visor can have a clear overview of the situation at any time.
This GUI includes:

– a map, where flying UAVs are visualized with overlaid
information (planned trajectories, forbidden no-fly zones
and various aerial semantic annotations, e.g., NOTAM -
Notice To AirMan);

– all video streams from the UAV navigation cameras;
– telemetry information (battery status, altitude above ground,

vertical speed, etc.) for each UAV;
– the action status for each UAV, i.e., whether the UAV is

taking off, heading towards the starting point of a Shoot-
ing Action, following a target, etc.

Through this GUI, the operator can: i) check and validate
the safety of the flight plan that originates from the Shooting
Mission, both when it is created and whenever changes are
introduced to it; ii) monitor the mission execution, including
the overall state of the UAVs; iii) abort the mission for safety
reasons; and iv) insert manually safety- and logistics-related
annotations in a semantic map.

The Supervision Station receives requests from the Mis-
sion Controller module, in order to check and validate the
safety of a mission plan. Based on telemetry information, it
automatically performs basic security checks (e.g., whether
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the UAV altitude exceeds a security threshold, vertical speed,
battery level, etc.). In case any problems arise, an alarm no-
tifies both the human Supervisor and the Mission Controller
with a message, describing the type of alarm and the re-
quested action. A response from the Supervisor is then ex-
pected, if the decision can wait, otherwise the Supervision
Station is able to decide by itself. During mission execution,
the Supervisor may also decide to abort the mission at any
time due to a risky situation, by sending a notification to the
Mission Controller.

6 Software Architecture

This Section presents the software architecture of the overall
system, describing the functionality of the different modules
on the Ground Station and on-board each UAV.

6.1 Ground Station Software

The main goal of the software modules on the Ground Sta-
tion is to receive a Shooting Mission from the Director, com-
pute a plan for that mission and distribute it among the avail-
able UAVs. Afterwards, the mission execution is constantly
monitored by the Ground Station, for double-checking secu-
rity and replanning, if needed. Additionally, the modules on
the Ground Station provide important functionalities, such
as centralized target tracking, human crowd detection and
semantic map management. Figure 2 shows the software
components on the Ground Station, which are enumerated
below.

6.1.1 Dashboard

This module contains the graphical tool described in Sec-
tion 5 so that the editorial team can specify Shooting Mis-
sions, i.e., multiple Shooting Actions associated with dif-
ferent Events happening in time. This information is writ-
ten into an XML format and sent to the Mission Controller
to start a mission. During mission execution, the Director
can incorporate new Shooting Actions, or start/stop specific
Shooting Actions. The functionalities and the design of this
module have been described in detail in [34].

6.1.2 Supervision Station

This module contains the GUI software for the Supervisor
described in Section 5. The Supervision Station is used to
check security before and during the mission. The Mission
Controller communicates with this module to ask the Super-
visor for security permission before starting the execution of
a mission.

6.1.3 Mission Controller

This module is the center of the planning architecture. It re-
ceives the Shooting Mission from the Dashboard, asks the
High-level Planner for a feasible plan, double-checks the
plan with the Supervision Station and finally sends its corre-
sponding actions to each UAV. Afterwards, it monitors mis-
sion execution and triggers new replanning procedures if re-
quested so by the Director, or if there is an emergency with
any UAV (not available anymore).

6.1.4 High-level Planner

This module computes a plan for a Shooting Mission, solv-
ing Problem 1 in Section 3. This plan consists of a list of
single-UAV shots assigned to each drone and the naviga-
tion actions required to travel between them. Thus, the mod-
ule integrates a UAV path planner that is used to estimate
collision-free paths for the drones when performing the de-
sired shots, as well as their navigation actions. The particu-
lar planning algorithm employed, detailed in [7], is a graph-
based method able to find an optimal solution of a discrete
optimization problem, in order to maximize the filming time
while considering battery constraints for a single UAV in
polynomial time. Then, a greedy strategy is applied to solve
the problem sequentially for multiple UAVs.

6.1.5 Event Manager

This module manages the generation of Events, which are
used to trigger certain actions on the UAVs. First, a system
Event is generated in case a UAV reports an emergency. In
such a scenario, the Mission Controller decides whether a
new plan is necessary, while the UAV executes an emer-
gency maneuver. The rest of the Events are related to filming
and trigger associated Shooting Actions. For instance, pos-
sible Events are a race start, the approach to a prespecified
point of interest that can be used for opportunistic shooting,
etc. The Event Manager generates some Events automati-
cally (e.g., a cyclist reaching a certain position), or waits
for Director commands to generate them (e.g., the start of a
race).

6.1.6 Global 3D Tracker

This module fuses information from all visual target detec-
tors and trackers on-board the UAVs (i.e., from 2D Visual
Information Analysis modules) and from on-target GNSS
sensors (if available), in order to compute 3D target posi-
tions. This 3D target tracker is a stochastic filter that pro-
duces an estimation of the pose of each target in the global
coordinate system.
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Fig. 2: Software functional diagram for the Ground Station.

6.1.7 Visual Semantic Annotator

This module processes video streams from the cameras on-
board the UAVs to detect (in 2D pixel coordinates) human
crowds on the acquired video frames and localize them per-
pixel. A Convolutional Neural Network (CNN) is employed
to achieve this goal, able to independently extract a 2D crowd
heatmap from each successive video frame coming from the
UAVs. From an algorithmic perspective, two different CNNs
were integrated into this module as alternative options. The
first one [51] is a custom, lightweight, fully convolutional
neural architecture. The second one [42] is a more com-
plex and memory-demanding, but more accurate, hybrid of
a CNN and a conditional Generative Adversarial Network
(GAN), built on top of a ResNet-18 backbone [17], that
actually performs human crowd semantic segmentation on
the input image. Both models were pretrained on a desk-
top PC using manually annotated datasets, before being in-
tegrated into the Visual Semantic Annotator module at in-
ference mode only.

6.1.8 Semantic Map Manager

This module manages a semantic map with two types of
(geo-localized) annotations useful for mission planning. Static
annotations in Keyhole Markup Language (KML) format,
that are specified in preproduction through the Supervisor
Station, indicate immutable no-fly zones, landing zones, points
of interest, etc. Dynamic map annotations are computed dur-

ing mission execution in the form of polygon lines, repre-
senting evolving no-fly zones that arise due to human crowd
gatherings. This module’s functionality and design is de-
scribed in [21, 22]. In short, it is composed of two submod-
ules: a) the Map Manager is responsible for storing and up-
dating the annotated 3D map (stored as an Octomap [18]),
and b) the Region Projector is responsible for delineating 3D
map regions obtained from the 2D-to-3D back-projection
of image plane annotations, derived by the Visual Seman-
tic Annotator, by exploiting known UAV position, gimbal
orientation and camera parameters. As the UAV moves and
its camera views new 3D terrain areas, the newly generated
regions are merged with previously acquired ones, using the
set union operator.

6.2 On-board UAV Software

The main goal of the software modules on-board each UAV
is to execute its assigned shooting and navigation plan. The
UAV has to localize itself, navigate while avoiding collisions
and perform Shooting Actions. Figure 3 shows the software
components on-board each UAV. Further details of the mod-
ules in charge of executing multi-UAV cinematography mis-
sions can be seen in [2].

6.2.1 On-board Scheduler

This software module receives the list of actions correspond-
ing to each UAV from the Mission Controller. Anytime the
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Fig. 3: Scheme of the software modules running on-board the UAVs.

Mission Controller decides to compute a new plan, the new
list of actions is sent to each involved On-board Scheduler.
The On-board Scheduler listens to the Event Manager and
is in charge of executing the actions sequentially, when they
are triggered, by sending requests to the Action Executer for
each specific shot, as well as monitoring their execution sta-
tus. This module is also in charge of computing a safe path
to a landing spot in case of an emergency.

6.2.2 Action Executer

This module is responsible for the real-time control of the
UAV, the camera gimbal, and the camera parameters (e.g.,
focal length) to yield the expected behavior of each shot. Ba-
sically, it solves Problem 2 in Section 3, using a controller
that depends on the desired CMT, current drone position and
target location. As detailed in [2], in order to obtain smooth
reference trajectories, the motion of virtual trailer is simu-
lated so that the reference to be tracked simply becomes a
point on that trailer. This strategy also provides a reference
frame tangent to the generated path, which can be used as
heading reference. Based on these references, position and
angular errors are defined and used to generate commands
sent to a UAV Abstraction Layer [45], in the form of veloc-
ity or waypoint references. UAL translates them to autopi-
lot commands. The controller also acts so that the camera
gimbal tracks the target and retains its visual pose. The gim-
bal controller may be GPS-based or vision-based, in which
case the 3D position of the target is not used and the gimbal

velocity commands are generated from the estimated ori-
entation of the camera and the visual control error defined
directly in the image plane [8], as computed by the Visual
Shot Analysis module (see Subsection 6.2.5). Finally, intrin-
sic camera parameters such as focal length are controlled to
obtain the desired FST.

6.2.3 UAV Localization

This module is in charge of estimating the UAV pose based
on the available on-board sensors, namely GNSS position-
ing, LiDAR, and video streams coming from cameras. All
this information is fused by means of a Bayesian filter and
compared with the pre-computed geometric map to estimate
the current UAV pose. The LiDAR measurements are matched
from one iteration to the next one to compute UAV odometry
that feeds the filter.

6.2.4 2D Visual Information Analysis

This software module consists of a visual object detector
and tracker, localizing on-frame (in 2D pixel coordinates)
the filming target of each UAV. It receives an uncompressed
video stream from the cinematic camera in real time and
generates 2D positions of the tracked targets as bounding
boxes, thus performing semantic visual analysis. Each 2D
Region-of-Interest (ROI) on the image contains attached the
camera and UAV poses, so that it can be later back-projected
onto 3D space by the Global 3D Tracker. High-performance,
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real-time object detection and 2D visual tracking for em-
bedded devices is achievable today with deep Convolutional
Neural Networks [27] [47] [50] and neural correlation-based
trackers [26] [53], respectively, that are typically executed
in parallel on GP-GPUs. The algorithms employed in this
module are detailed in [40] [39] [41] [44]; its most impor-
tant building block is a lightweight deep neural object detec-
tor integrated with a much faster 2D visual object tracker,
so that the first one automatically initializes the latter one
to the target ROI detected the closest to the image center,
while subsequently re-initializing it periodically on a need-
to-run basis (i.e., when the module decides that the tracker
has drifted and has lost track of the target). The involved
lightweight deep CNNs were pretrained in a supervised man-
ner on a regular desktop PC, using domain-specific, manu-
ally annotated datasets, and then deployed on the UAV com-
putational hardware at inference mode only.

6.2.5 Visual Shot Analysis

This module receives desired shot specifications (target 2D
position on the video frame, desired FST) and computes ac-
cordingly visual control errors. These errors encode devia-
tions in target ROI size and position from the desired ones,
relative to the video frame. Subsequently, current visual con-
trol errors are sent to the Action Executer, in order to appro-
priately control the gimbal pose and the camera focal length.
The employed controller may also feed the gimbal interface
with angular velocities, by operating either in the global 3D
coordinate system or in a local 3D coordinate system, as
suggested in [43].

7 Hardware Architecture

This Section describes the hardware architecture of the sys-
tem, providing details about the equipment used in the Ground
Station and on-board each UAV.

7.1 Ground Station Hardware

The Ground Station hardware is designed to be compact and
lightweight, in order to facilitate logistics and deployment.
Main components are depicted in Figure 4:

– A standard laptop equipped with a web browser to run
the Dashboard.

– Two lightweight Intel NUCs with Intel Core i7 proces-
sors to run the Supervision Station and the modules for
mission planning and execution, which are not compu-
tationally demanding.

– A more powerful workstation equipped with a GP-GPU
for semantic visual analysis. This will run the modules

related to perception and semantic mapping, i.e., the Vi-
sual Semantic Annotator and the Semantic Map Man-
ager.

– An LTE radio base station for communication with the
UAVs.

– An RTK-GNSS base station to broadcast RTK correc-
tions. These corrections are used for precise 3D local-
ization by GPS receivers on the UAVs. Relevant targets
for media production may also be equipped with GPS re-
ceivers acquiring the RTK corrections. This information
is then fused with the 2D detections from the cameras
on-board the UAVs for better target positioning.

7.2 On-board UAV Hardware

The hardware on-board the UAVs is designed to provide
the required functionalities for autonomous navigation and
video shooting. Figure 5 depicts these components:

7.2.1 UAV platform and core

The DJI S1000+ frame was chosen for the system prototype,
as it offers a good balance between, among others, payload
(weight it can lift) and size. However, DJI stopped support-
ing this frame in the middle of the project, so other similar
frames were selected for the experimental evaluation. The
UAV core includes the Flight Control Unit. A Pixhawk 2.1,
using the PX4 autopilot, an integrated Inertial Measurement
Unit (IMU) and an external RTK-GPS, have been selected.
The RTK-GPS provides decimeter-level position accuracy
using a sensitive antenna. Additionally, an LTE/WiFi mod-
ule provides communication with the Ground Station and
with other UAVs, as described in Section 8. A parachute
safety system may also be used in emergencies, when other
contingency plans fail.

7.2.2 Navigation payload

It includes the additional hardware components required for
autonomous navigation. There is a LiDAR used for obsta-
cle avoidance and environment mapping. Furthermore, there
is a navigation camera used by the Supervisor to monitor
UAV movements (in First-Person-View mode) and double-
check flight safety. These sensors are connected to the two
on-board computers: an NVIDIA Jetson Tegra X2 and an
Intel NUC. The software modules on-board the UAVs, de-
scribed in Section 6, run on these computers, with the Tegra
dedicated to visual analysis due to its powerful GP-GPU.

7.2.3 Audiovisual payload

This contains all the hardware components needed to ac-
quire video for media production. It includes a Blackmagic
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Fig. 4: Hardware architecture of the Ground Station.

Micro Cinema Camera camera with a motorized Panasonic
x3 lens, providing high-quality and high-resolution (HDTV)
images for fulfilling media production requirements. The
camera is connected to the NVIDIA Jetson Tegra X2 com-
puter and mounted on a 3-axis gimbal controlled by a Base-
Cam controller.

8 Communication Infrastructure

An LTE communication module undertakes the majority of
the communication exchanges between the UAVs and the
Ground Station, composed of an LTE user equipment on-
board and an LTE base station on-ground. Redundant RF
communications are also provided for safety, through ad-
ditional links. Inter-UAV communications are assured by a
WiFi mesh. Each UAV carries on-board a dedicated Com-
munication module that is responsible for:

– Acting as a default IP communication gateway/router to
the ground and to other UAVs.

– Scheduling IP flows depending on applications’ prece-
dence and assigned IP Quality of Service (QoS).

– Traffic shaping/admission control when congestion oc-
curs.

– Authentication, encryption and other security-related mech-
anisms.

The Communication module can be considered as a de-
fault IP router for the rest of the system. As such, it exposes
an Ethernet interface to the computers on-board the UAV
and implements a full IP protocol stack. Since it is fully in-
dependent from the other modules in the architecture, it has
its own hardware and operating system (Linux OpenWRT).

In addition, a separate Video Streamer module is nec-
essary for video transmission and interacts heavily with the
Communication module. For each UAV, two video streams
are generated: one by the navigation camera (H.264 com-
pressed, 4:2:0 chroma sub-sampling, 640x480 pixels resolu-
tion) and another one by the cinematic camera (H.264 com-
pressed, 4:2:2 chroma subsampling, 1920x1080 pixels res-
olution, @25fps). Since the main purpose of the navigation
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Fig. 5: Hardware architecture on-board each UAV.

camera is simply to provide the Supervisor with good situa-
tional awareness, Full HD resolution is not required. Video
streams are then transmitted through the LTE radio network
using the RTP protocol. The RTCP protocol is also used for
on-ground synchronization of video streams coming from
different UAVs, since RTP packets hold a timestamp. The
Sender Report packet holds the correspondence between the
RTP timestamp and the absolute timestamp (system hour),
that is broadcasted through the LTE network thanks to the
NTP protocol.

Figure 6 depicts the data flow for all video streams. It
is assumed that, at each time instance, several UAVs are
simultaneously connected to the Ground Station. The cin-

ematic camera video streams are transmitted to the Dash-
board through the radio network. In parallel, the streams are
also resized so that they can be processed on-board by the
perception modules. The Video Streamer can process either
the images coming from the cinematic camera, or from the
navigation camera, depending on the situation. On-ground,
these streams will be uncompressed to be displayed on the
Dashboard and, also, resized to be processed by the Visual
Semantic Annotator.
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Fig. 6: Data flow for video streaming from the UAVs to the ground.

9 System Scalability and Safety

This Section discusses additional aspects of the proposed
multiple-UAV architecture. In particular, scalability and safety
are key factors in determining the usefulness of the architec-
ture for media production.

9.1 Scalability

The proposed architecture was designed primarily for small
fleets of 3-4 UAVs, as these UAVs are enough to cover out-
door sports events. However, the architecture may easily han-
dle larger fleets (in the order of ten) with slight modifica-
tions. For instance, the Dashboard scales automatically to
larger UAV teams without any issues, while the mission plan-
ning algorithms (implemented as centralized modules on the
Ground Station) may be transparently replaced with alterna-
tive distributed versions, able to scale efficiently with an in-
creasing number of UAVs. Once the plan is computed, it is
immediately distributed along the UAVs; thus, mission exe-
cution is not affected by fleet size.

In contrast, the requirements of the visual analysis and
semantic annotation algorithms (e.g., for crowd detection)
running on the Ground Station scale linearly with the num-
ber of input video streams/UAVs. Thus, a larger fleet would
require a higher-performance Ground Station. Similarly, in
terms of communication, increasing the number of UAVs
implies updating the configuration and hardware of the LTE
modules. Of course, the required bandwidth should be man-
ageable by the communication base station. The LTE data
rate (currently 50 Mbps) poses the hardest limit to the num-
ber of video streams (2 per UAV) it can accommodate. The
only scalable solutions are to more aggressively compress

the video streams, or to reduce the number of simultane-
ous live video streams from the fleet to the Ground Station.
Finally, the Supervision Station has been designed to be er-
gonomic for an operator handling three UAVs, as more vehi-
cles may create too much mental overload. In case of larger
fleet sizes, several Supervision Stations would have to be
set-up to control the UAVs in groups of three.

9.2 Safety

Safety is a very relevant issue in the proposed architecture,
since it is essential to comply with UAV regulations for fly-
ing in civil airspace. This issue is addressed in both the pre-
production and the production stage:

– Through the Supervision Station, a flight Supervisor is
in charge of: a) double-checking mission security (in
preproduction), and b) monitoring the entire execution,
so as to take care of possible emergencies that may re-
quire canceling the mission (during actual production).
Certain emergencies may also be detected automatically
during execution by the Supervision Station, which alerts
the Supervisor.

– The Supervisor can annotate information on a semantic
map before production through the Supervision Station.
She/he can indicate no-fly zones, i.e., primarily urban ar-
eas where UAVs are not allowed to fly, and emergency
landing spots. The former are used by the flight planning
modules so that UAVs never navigate through them. The
latter are used by UAVs to land safely during emergen-
cies (e.g., running out of battery or hardware failure).

– During production, the Visual Semantic Annotator and
the Semantic Map Manager, acting in synergy, can an-
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notate no-fly zones automatically. These annotations are
extracted by processing the video streams from the UAVs
and detecting crowded areas, since UAVs should not fly
over people. This information is shown on the Supervi-
sion Station to evaluate risks, while the planning mod-
ules take such no-fly zones into account when replan-
ning.

– The UAV Localization module enhances the system with
some redundancy for safety. RTK-GPS is used as the
main source for UAV localization, but in GPS-denied
environments, the vehicles can also localize themselves
temporarily by means of their on-board LiDAR and cam-
eras.

– During mission execution, the Action Executer module
provides functionalities for UAV collision avoidance. In
particular, each UAV uses its on-board sensors and in-
formation sent by other UAVs (neighbors can share their
position through the Communication module) to perform
safe navigation by avoiding obstacles.

– Communication losses are a major threat for UAV safety.
Therefore, a redundant link (LTE plus WiFi) is foreseen.
The main communication channel between each UAV
and the Ground Station is through LTE. However, a WiFi
mesh connects all UAVs to each other, for facilitating
communications if necessary.

10 Architecture Evaluation

The presented MULTIDRONE architecture was evaluated
as an integrated robotic system for media production in re-
alistic mock-ups of sports events, using experimental UAV
platforms assembled for the project according to the specifi-
cations of Section 7. Additionally, a subjective video quality
study was conducted in simulation, in order to define the
best filming parameters when using the proposed architec-
ture, in cinematographic terms. This set of evaluation ses-
sions is briefly described below.

10.1 Subjective Parameter Study for UAV Cinematography

This Section presents the results of a relevant subjective video
quality study, using the components of the proposed archi-
tecture. The goal was to evaluate the adequacy of UAV and
camera parameters for different aerial cinematography shots.
Thus, human feedback was employed to determine the best
values for certain UAV shot parameters when performing
them autonomously.

During aerial video capture, UAV platform and cam-
era/gimbal parameters, as well as the relative motion be-
tween camera and target, can have a major aesthetic impact
and influence on visual quality. However, the relationship
between various scenarios, shot types and UAV parameters

has yet to be fully understood. This is particularly impor-
tant for live events, such as sports or festivals, where there is
only one chance to get it right. A series of experiments were
therefore conducted in order to characterize the preferred
UAV parameters (or their optimal operating envelopes) for
specific scenarios and shot types through subjective eval-
uation. The results were helpful to understand the percep-
tual influence of these parameters in UAV cinematography,
to constrain flight planning within acceptable limits in the
Dashboard, to recommend optimal shot parameters and to
design innovative shooting techniques and shot transitions.

Fig. 7: Sample frames of cycling and car race scenarios cre-
ated for the subjective study on UAV cinematography.

All test material used in the experiments was generated
using the advanced real-time 3D graphics engine Unreal En-
gine 4, from Epic Games. As an alternative to acquiring
real footage, this type of simulation provides a much lower
cost solution to generate large amounts of data, with higher
flexibility over the choice of environment, target(s), actions,
and test scenarios. Camera and UAV parameters can also be
carefully controlled and easily changed.

The subjective study was designed in two phases: an op-
timal UAV height test (Phase I) and a speed test (Phase II).
In both phases, two different scenarios were generated: cy-
cling and car races (see Figure 7). All the shot types, shown
in Table 1, are based on the definition of conventional shots
of cycling races and are included in the shot types set de-
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fined in [28, 31]. The video duration in the height test was
five seconds, while in the Phase II speed test, the video du-
ration varied from 3 seconds to 10 seconds, in order to cover
similar video content for the same shot types. Note that, in
many cases, the video duration is shorter than ten seconds,
as recommended by ITU BT.500 [46] for subjective study.
This is justified by a recent study [32, 33] on optimal se-
quence length for subjective video quality assessment.

Table 1: The tested shot types and UAV/camera parameters.

No. Object & Shot Type Tested Parameters
Background Height (m) Relative Speed (m/s)

1 DESCENT 1, 2, 3, 4, 5 4, 5, 6, 7, 10
2 Cycling in ORBIT 1, 2, 3, 4, 5 -2, -3, -4, -5, -6
3 CountrySide SSMT 1, 2, 3, 4, 5 Static Camera
4 FLYBY 1, 2, 3, 4, 5 2, 2.5, 3, 4, 6
5 CHASE 1, 2, 3, 4, 5 2, 2.5, 3, 4, 5

6 DESCENT 2, 4, 6, 8, 10 8, 9, 11, 15, 20
7 Car in ORBIT 2, 4, 6, 8, 10 -5, -6, -7, -9, -12
8 Night City SSMT 2, 4, 6, 8, 10 Static Camera
9 FLYBY 2, 4, 6, 8, 10 4, 5, 6, 8, 11
10 CHASE 2, 4, 6, 8, 10 1.5, 1.8, 2.1, 2.7, 3.8

A total of 39 subjects (20 for the height test and 19 for
the speed test) participated in the experiments. Each trial
consisted of the participant viewing a 3s mid-level gray screen,
before viewing a randomly chosen sequence. The subjects
were then asked to rate their viewing experience (not the
video quality) from 5 to 1 (5=Excellent, 4=Good, 3=Fair,
2=Poor, and 1=Bad), following a single stimulus Absolute
Category Rating (ACR) methodology. After the whole test
session, each participant was informally interviewed about
their viewing experience and scoring criteria. When all sub-
jective data had been collected, mean opinion scores were
calculated for each test sequence by taking the average opin-
ion score from all the participants, along with the standard
error.

Figure 8 shows two examples of the subjective results
from the experiments, using Mean Opinion Scores (MOS).
The error bar represents the standard error, and the red points
stand for the MOS of test parameters which are significantly
(through a paired t-test) lower than each best case. It can
be observed that the optimal heights are close to 2m for the
DESCENT shot in the Cycling scenario, while the relative
UAV speed (to the objects) for the FLYBY shot in the Rac-
ing Car scenario is close to 5.3m/s. The optimal parame-
ters together with other fixed UAV/camera parameters, e.g.,
camera sensor size, focal length and horizontal distances be-
tween UAV and objects, were integrated within the Action
Executer module in the architecture. Thus, they can be used
in autonomous shooting by the proposed multiple-UAV ar-
chitecture, enhancing the user experience.
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Fig. 8: Selected experimental results for the subjective study
in UAV cinematography. (a) The MOS results for the DE-
SCENT shot in the cycling scenario. (b) MOS results for the
FLYBY shot in the car race scenario.

10.2 Empirical Evaluation for Outdoor Cinematography

Multiple integration sessions and field experiments were car-
ried out during the MULTIDRONE project, in order to eval-
uate the entire architecture from both the hardware and the
software point of view. The purpose of these experiments
was to demonstrate the ability of our system to perform aerial
media production for outdoor activities, with an actual team
of filming UAVs. The evaluation of the specific, individual
algorithms for cinematography mission planning and execu-
tion has been published in previous papers [1, 2, 7]. Here,
a summary with a number of example experiments is in-
cluded, to demonstrate the integration of the complete ar-
chitecture.

The functionalities of the architecture concerning out-
door cinematography were evaluated on a set of relevant
sports filming use cases. Thus, mock-up scenarios for cy-
cling, rowing boat races and parkour activities were built
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and used for planning and executing cinematography mis-
sions. Summing up integration efforts by the project con-
sortium, up to 9 weeks were devoted to physical integration
throughout the last project’s year, as well as 4 weeks for
the field tests, including more than 40 hours of flight, split
into two different campaigns in Germany and Spain. In Ger-
many, a farm facility in Bothkamp with permits for amateur
drone flight, located next to a lake, was used for cycling,
rowing and parkour filming. In Spain, another outdoor site
in a farm 30 km away from Seville was used to emulate cy-
cling events. All the experiments were performed with two
or three UAVs in the team, and were supported by safety
pilots, media experts for mission design and amateur sports-
men for the outdoor activities.

The hardware used in this empirical evaluation is as de-
scribed in Section 7. Finally, only one DJI S1000+ was avail-
able, the first prototype. The rest of platforms in the UAV
fleet were based on a custom frame designed by the com-
pany Hexadrone. Also, because of some issues between PX4
and Pixhawk 2.1, the final autopilot firmware was Ardupilot.
Thanks to the use of the UAL component [45], this change
was transparent for the rest of the software modules. The
particular device used for RTK-GNSS was the Here+. The
final software implementation of the proposed architecture
for these evaluation experiments is available online upon re-
quest 2. Relevant datasets are also available 3.

A parkour session was filmed in Germany, with a spe-
cific mock-up area with different obstacles. Parkour is a phys-
ical activity where runners move freely over and through
any terrain using only the abilities of their body, principally
through running, jumping and climbing. Figure 9 (top left)
shows an example view taken from one of the UAVs dur-
ing a parkour filming experiment. Figure 10 (top) depicts
a scheme of an example mission. Runners moved in the
parkour zone (green) from left to right and the Director de-
signed a mission with 5 different shots. First, a sequence of
a FLYTHROUGH shot followed by FLYBY (in blue), trig-
gered by the START RACE Event. Second, a sequence of
a STATIC shot, a LATERAL and an ORBIT (in red), also
triggered by the same START RACE Event. This mission
was planned with two UAVs, each performing one of the se-
quences. A complete video of the experiment is accessible
at: https://youtu.be/P_n_PfuEC2A, and more de-
tails about this and additional missions can be found in [2].
For instance, rowing missions were also shot in Germany, in
a lake where four amateur boats emulated a race for media
production purposes. Figure 9 (bottom left) shows a picture
of one of the UAVs taking a panoramic view of the race.

2 https://aiia.csd.auth.gr/LAB_PROJECTS/
MULTIDRONE/AUTH_MULTIDRONE_Software.html

3 http://poseidon.csd.auth.gr/LAB_PROJECTS/
MULTIDRONE/AUTH_MULTIDRONE_Dataset.html

Fig. 9: Mock-up scenarios for actual field experiments. Top
left, image taken from a UAV in a parkour mission. Top
right, view of a cycling experiment in Seville. Bottom left,
UAV filming a rowing race. Bottom right, view of a cycling
experiment in Germany.

Cycling was filmed in Germany and in Spain, with am-
ateur cyclists being tracked by the UAVs to take different
types of shot. Figure 9 (top right and bottom right) depicts
different views of the cycling experiments. Figure 10 (bot-
tom) depicts a scheme of an example mission. There were
two actual cyclist to be filmed, and the Director designed 3
sequences of shots in parallel, with the same starting time
and duration (70 seconds) per sequence. The first sequence
only included one LATERAL shot. The second sequence
had two consecutive shots, a DESCENT (UAV approaches
the target from behind coming closer in distance and height)
and a CHASE. The third sequence had also two consecutive
shots, a FLYBY (UAV starts behind the target at a lateral dis-
tance but it catches up with it to overcome it) and a STATIC
(UAV stays still filming a panoramic view). Figure 10 (bot-
tom) shows the cyclists trajectory, the shots designed by
the Director (left view) and the plan executed by each of
the UAVs (right view). The mission was planned with three
UAVs and a sequence was assigned to each of them. A com-
plete video of the experiment is accessible at: https://
youtu.be/nRM-TJ2njtg. More details about this and
similar cycling missions can be found in [7].

Finally, the system was demonstrated in a real regatta
event in Wannsee, Berlin (Germany). A strategic spot was
selected to deploy the system before the actual race. Then,
two UAVs executed an autonomous preplanned mission as
the rowers passed by, including STATIC and FLYBY shots.
The main objective was to showcase to media end-users the
possibilities of the proposed architecture and its fast deploy-
ment for covering a real sports event. Further details about
the evaluation of MULTIDRONE mission planning and exe-
cution components are reported in [2, 7]. Moreover, a feature

https://youtu.be/P_n_PfuEC2A
https://aiia.csd.auth.gr/LAB_PROJECTS/MULTIDRONE/AUTH_MULTIDRONE_Software.html
https://aiia.csd.auth.gr/LAB_PROJECTS/MULTIDRONE/AUTH_MULTIDRONE_Software.html
http://poseidon.csd.auth.gr/LAB_PROJECTS/MULTIDRONE/AUTH_MULTIDRONE_Dataset.html
http://poseidon.csd.auth.gr/LAB_PROJECTS/MULTIDRONE/AUTH_MULTIDRONE_Dataset.html
https://youtu.be/nRM-TJ2njtg
https://youtu.be/nRM-TJ2njtg
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Fig. 10: Example missions in sport media production. Top,
scheme of a mission with two UAVs and five shots in a park-
our scenario. Bottom, scheme of a mission with three UAVs
and five shots in a cycling scenario.

video about the field campaigns is accessible at https:
//www.youtube.com/watch?v=iLs6Xo87j78.

11 Conclusions and Future Prospects

A novel, fully integrated multiple-UAV software/hardware
architecture for media production in outdoor settings has
been devised. The system has been carefully designed for
facilitating adaptive mission planning and control, as well
as enhanced cognitive autonomy. It includes effective visual
analysis modules, human-computer interfaces and suitable
communication infrastructure for ensuring proper operation,
platform scalability and increased system safety. The inte-

grated system has been evaluated on mock-up and real sports
event filming scenarios, while a related subjective study on
UAV cinematography has also been performed by exploiting
components of the proposed system.

The presented system architecture more than suffices to
handle the problems posed in Section 3, since:

– it allows the Director’s team to formally describe a cin-
ematographic plan in the form of a machine-readable
Shooting Mission,

– it translates the cinematographic plan into an overall,
high-level mission plan for the entire fleet, that is sub-
sequently optimally converted to lower-level individual
UAV missions in an automated manner, respecting en-
ergy/battery limitations,

– it automatically executes the individual UAV missions,
properly adjusting filming on-the-fly in order to ensure
acquisition of the desired cinematographic shots, while
concurrently obeying to safety constraints,

– it autonomously replans the overall mission on-the-fly
when necessary, taking into account safety considera-
tions, unforeseen events or possible emergencies,

– it permits optional, informed human intervention during
mission execution, either for safety or for artistic rea-
sons.

Media production using multiple, cooperating, autonomous
UAVs is expected to greatly enhance the cinematic potential
in outdoor live coverage. The proposed system constitutes
a significant step towards this direction, in a manner that
allows the Director’s team to focus on the creative side of
filming an event, rather than the technical details. Addition-
ally, the system may be easily adapted to less challenging
scenarios, such as filming scripted sequences (e.g., movie
production).

Future technology improvements can be integrated in a
straightforward manner into the system design, so as to in-
crease the achieved levels of cognitive autonomy and plat-
form safety. This is a main avenue for further research in
the area. For instance, enhanced computational capabilities
may allow richer semantic scene mapping in real time and,
thus, increased safety. Moreover, higher sensor accuracy and
lower communication latency may enable more precise tar-
get and UAV localization, while improved battery technolo-
gies are expected to increase UAV flight time and payload,
in turn facilitating the use of better on-board sensors and al-
lowing more complex cinematography planning.

Finally, alternative algorithms may be plugged-in into
the system, replacing the current ones to potentially increase
performance. For instance, decentralized multiple-UAV co-
ordination methods could be employed instead of the priority-
based trajectory planning now used. Also, once the available
level of embedded computational power allows it, the visual
human crowd detection and target detection/tracking neu-

https://www.youtube.com/watch?v=iLs6Xo87j78
https://www.youtube.com/watch?v=iLs6Xo87j78
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ral networks could be combined into a single neural mod-
ule, performing video instance segmentation on-board each
UAV. Thus, overall, the proposed architecture opens wide
opportunities to additional research, by permitting easy in-
tegration of new algorithms and technologies in the near fu-
ture.
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