
Fast 3D Convolution 

algorithms 

(to be reviewed)
A. Kouzelis, Prof. Ioannis Pitas

Aristotle University of Thessaloniki

pitas@csd.auth.gr

Version 3.0.2

Date 30/01/2021



2

Fast 3D Convolution algorithms 



3

Introduction



4

3D Signals and Systems



5

3D Signals and Systems

2D slice of a 3D MRI image [WIK-MRI]Spatiotemporal video signal
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3D Linear Convolution

Example of 1D linear convolution: The signals 𝑥(𝑛) and ℎ(𝑛) of finite size 𝑁𝑥 = 3 and 𝑁ℎ = 2
respectively, and the output signal 𝑦 𝑛 is of size 𝑁𝑥 + 𝑁ℎ − 1 = 4.
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3D Linear Convolution

An illustration of 3D convolution with a kernel of size 3 × 3 × 3 (from [DON2020]).
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3D Linear Convolution

2D convolution vs 3D convolution (from [TRA2015]).
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3D Cyclic Convolution

Example of 1D cyclic convolution which is equivalent to linear convolution. The original signals 

𝑥(𝑛) and ℎ(𝑛) are of size 𝑁𝑥 = 3 and 𝑁ℎ = 2 respectively. By zero-padding them to the same 

size 𝑁𝑥 + 𝑁ℎ − 1 = 4, the resulting output signal 𝑦(𝑛) (of size 4) is the same as 𝑦(𝑛) obtained 

from linear convolution of the original signals.
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3D Z-transform
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3D Fast Fourier Transform

Decomposition of 3D FFT into 1D FFTs (from [HEI2005]).
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3D Fast Fourier Transform
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3D Fast Fourier Transform
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3D Fast Fourier Transform
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Block convolutions
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Overlap-add method

Overlap-add method for convolution in 1D. The input signal 𝑥(𝑛) is partitioned into three blocks

𝑥1(𝑛), 𝑥2(𝑛) and 𝑥3(𝑛), each of length 𝐵. The impulse response ℎ(𝑛) is of length 𝑁ℎ and the output

blocks 𝑦𝑖(𝑛) = (𝑥𝑖 ∗ ℎ)(𝑛), 𝑖 = 1, 2, 3, are of length 𝐵 + 𝑁ℎ − 1 each. There are 𝑁ℎ − 1 overlapping

points between output blocks 𝑦𝑖(𝑛) and 𝑦𝑖+1(𝑛). The output signal 𝑦(𝑛) is formed by adding all the

overlapping output blocks 𝑦𝑖(𝑛).
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Overlap-add method
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Overlap-save method
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Overlap-save method
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Winograd convolution algorithm
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Chinese Remainder Theorem
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44

1D Winograd convolution
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3D Winograd convolution
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3D Winograd convolution
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Q & A

Thank you very much for your attention!

More material in 
http://icarus.csd.auth.gr/cvml-web-lecture-series/ 

Contact: Prof. I. Pitas
pitas@csd.auth.gr
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