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Abstract

Adaptive order statistic �lters for noise smoothing in digital images are presented in this paper�

Two classes of adaptive �lters are studied� namely� the LMS�based adaptive order statistic �lters

and the signal�adaptive �lters� The �lter structures in the �rst class need a noise�free image to be

used as a reference image whereas those in the second class do not require a reference image� Two

�lter structures from the former class are examined� the adaptive location�invariant L��lter and the

adaptive Ll��lter� A novel signal�adaptive �lter� namely� the morphological signal�adaptive median

�lter �MSAM� is proposed in the second class� It employs an anisotropic window adaptation

procedure based on mathematical morphology operations� The noise smoothing capabilities and

the computational complexity of the LMS�based adaptive order statistic �lters studied serves as a

baseline in the assessment of the properties of the proposed MSAM �lter� Quantitative criteria

�e�g�� the signal�to�noise ratio� the peak signal�to�noise ratio� the mean absolute error and the mean

squared error� as well as qualitative criteria �e�g�� the perceived visual quality of the processed

images� are employed to assess the performance of the �lters in various corruption cases by di	erent

noise models�

Keywords� noise smoothing� order statistics� LMS�based adaptive �ltering� signal�adaptive �ltering�

morphological operations�
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� Introduction

Adaptive signal processing has been successfully applied in identi�cation� channel equalization� echo

cancellation in telephone channels� suppression of narrowband interference in wideband signals and

adaptive arrays for more than two decades �
�� The most widely known adaptive �lters are the linear

ones that have the form of either �nite impulse response �FIR� �lters or lattice �lters� However�

linear �lters may not be suitable for applications where the transmission channel is nonlinear or

the noise is impulsive or the signal is strongly nonstationary �e�g� in image processing��

On the contrary� a multitude of nonlinear techniques has proved a successful alternative to the

linear techniques in all the above�mentioned cases� For a review of the nonlinear �lter classes the

reader may consult ��� One of the best known nonlinear �lter families is based on order statistics

���� It uses the concept of sample ordering� There is now a multitude of nonlinear �lters based

on data ordering� Among them are the L��lters whose output is de�ned as a linear combination

of the order statistics of the input sequence ���� The L��lters have found extensive application

in digital signal and image processing� because they have a well�de�ned design methodology as

the estimators which minimize the Mean�Squared Error �MSE� between the �lter output and

the noise�free signal� Another structure that is a generalization of L��lters are the Ll��lters that

employ both time�spatial and ordering information ���� An extension of the Ll��lters� the so�called

permutation �lters that embody the full potential of a permutation group transform� is proposed

in ����

It is well�known that digital image �ltering techniques must take into account the local image

content �i�e�� the local statistics�� because image statistics vary throughout an image� It has been

proved both in theory and in practice that adaptive techniques can cope with nonstationary and�or

time varying signals� Two broad classes of adaptive �lters are known in the literature� Adaptive

�lters whose coe�cients are determined by iterative algorithms �e�g� Least Mean Squares� Recursive

Least Squares� for the minimization of the mean squared error �MSE� between the �lter output
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and the desired response belong in the �rst class� Several authors have used the Least Mean Squares

�LMS� algorithm to design nonlinear �lters� For example� the LMS algorithm has been used in the

design of L��lters ��� �� �� 
��� Ll��lters �

�� permutation �lters �
� and order statistic �lter banks

�
��� A survey on adaptive order statistic �lters can also be found in �
��� The so�called signal�

adaptive �lters belong to the second class� They are �lters that change their smoothing properties

at each image pixel according to the local image content� They have been used in image processing

applications where impulsive or signal�dependent noise is present �
�� 
��� Most of these �lters

change their coe�cients close to the image edges or close to impulses� so that their performance

becomes similar to that of the median �lter�

In this paper� a comparative study of the noise suppression capability of �lter structures that

belong to the above�mentioned classes is undertaken� Still images are examined� However� a

straightforward extention to the case of image sequences is possible as well� In the �rst class�

adaptive order statistic �lters based on LMS are considered� Two �lter structures are discussed�

�
� the location�invariant adaptive LMS L��lter ��� 
�� and �� the adaptive LMS Ll��lter �

��

Both adaptive L� and Ll��lters depend on the availability of a noise�free image to be used as a

reference image� It is known that the location�invariant LMS L��lter� in principle� can be modi�ed

so that it minimizes the overall output �lter� thus alleviating the need for having a reference image

�
��� When a reference image is not available� another possibility is to use a �lter that belongs to

the second class� i�e�� a signal�adaptive �lter� The smoothing properties of signal�adaptive �lters

change at each image pixel according to a local SNR measure that is used to vary the �lter window

size as well� In this paper� we shall con�ne ourselves to the signal�adaptive median �SAM� �lter�

A novel extension of the SAM �lter is proposed� It is the so�called morphological signal�adaptive

median �MSAM� �lter� Two modi�cations are introduced in the SAM �lter aiming at alleviating

its disadvantages�limitations� �
� the impulse detection mechanism of SAM is enhanced so that

it detects not only impulses of a constant amplitude but randomly�valued impulses as well� �� in
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contrast to SAM that employs isotropic �lter windows of dimensions � � � to 

 � 

� MSAM

implements anisotropic window adaptation based on binary morphological erosions�dilations with

prede�ned structuring elements� The MSAM �lter performs well against contaminated Gaussian

or impulsive noise corruption cases� It does not require the a priori knowledge of a noise�free image�

but only of certain noise characteristics which can easily be estimated� It adapts its behavior based

on a local SNR measure thus achieving edge preservation and noise smoothing in homogeneous

regions�

The following commonly used objective criteria� i�e�� the Signal�to�Noise Ratio �SNR�� the Peak

Signal�to�Noise Ratio �PSNR�� the Mean Squared Error �MSE� and the Mean Absolute Error

�MAE� have been employed in the comparisons undertaken� In addition to the quantitative criteria�

subjective criteria �e�g�� the visual quality perceived by the observer� in judging the success of a

�ltering algorithm are also used� The importance of subjective criteria becomes evident in the case

of the morphological SAM �lter whose output is of better visual quality �as is shown in subsequent

sections� than the output of the other algorithms� although the SNR�PSNR�MAE�MSE values

achieved are not always the best�

In summary� the main contribution of the paper is in �a� the comparison of the adaptive non�

linear �lters under study for noise suppression in still images� and �b� the design of morphological

signal�adaptive median �lters�

The outline of the paper is as follows� Section  is devoted to a brief description of the LMS

adaptive order statistic �lters for noise suppression in still images� The morphological signal�

adaptive median �lter is described in Section �� Experimental results are included in Section � and

conclusions are drawn in Section ��
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� Still image adaptive LMS order statistic �ltering

Let the observed image x�k� be expressed as the sum of a noise�free image d�k� plus zero�mean

two�dimensional additive white noise� i�e�� x�k� � d�k� � ��k� where k � �k� l� denotes the pixel

coordinates� In image processing� a neighborhood is de�ned around each pixel k� Our purpose is to

design a �lter de�ned on this neighborhood �to be called the �lter window hereafter� that aims at

estimating the noise�free central image pixel value d�k� by minimizing a certain criterion� Among

the several �lter masks �e�g� cross� x�shape� square� circle� that are used in digital image processing

��� we shall rely on the square window of dimensions ���
�� ���
�� Let N � �� �
��� Since

we intend to apply a �lter based on sample ordering� let us rearrange the above ���
�� �� �
�

�lter window in a lexicographic order �i�e�� row by row� to a N � 
 vector�

x�k� � �x�k � �� l � ��� x�k � �� l � � � 
�� � � � � x�k � �� l � ��� � � � � x�k � �� l � ���T � �
�

where T denotes the transposition operator� If K and L denote the image rows and columns

respectively� depending on the image scanning method� each pixel �k� l�� k � 
� � � � �K� l � 
� � � � �L

can be represented by a single running index n� For raster scan �or lexicographic order�� the indices

k� l and the running index n are related through n � �k � 
� L� l� Henceforth� a one�dimensional

�
�D� notation is adopted for simplicity� The location�invariant LMS L��lter and the adaptive LMS

Ll��lter are brie�y reviewed in Section �A and Section �B� respectively�

��A Location�invariant LMS L��lter

��A�� Filter Design

Let xr�n� be the ordered input vector at pixel n given by�

xr�n� �
�
x����n�� x����n�� � � � � x�N��n�

�T
��

where x����n� � x����n� � � � � � x�N��n�� We are seeking the L��lter whose output at n� y�n� �

aT xr�n� minimizes the MSE J�n� � E
�
�y�n�� d�n���

�
subject to the constraint �TN a�n� � 
�
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Let � � �N � 
��� By employing the above�described constraint� we can partition the L��lter

coe�cient vector as follows�

a�n� �
�
aT� �n�ja��n�ja

T
� �n�

�T
���

where a��n�� a��n� are �N � 
�� � 
 vectors given by�

a��n� � �a��n�� � � � � a����n��
T a��n� � �a����n�� � � � � aN �n��

T � ���

The coe�cient for the median input sample is evaluated then by�

a��n� � 
� �T���a��n�� �T���a��n�� ���

Let a��n� be the reduced L��lter coe�cient vector�

a��n� �
�
aT� �n�ja

T
� �n�

�T
���

and �xr�n� be the �N � 
�� 
 vector�

�xr�n� �

�
����
xr��n�� x����n��

xr��n�� x����n��

�
			
 � ���

Following the analysis in ��� 
��� it can be proved that the LMS recursive relation for updating the

reduced L��lter coe�cient vector is given by

�a��n� 
� � �a��n� � � 	�n� �xr�n� ���

where 	�n� is the estimation error at pixel n� i�e�� 	�n� � y�n��d�n� and � is the step�size parameter

considered equal to �� 
���� Eq� ��� and ��� de�ne the LMS location invariant L��lter�

��A�� Complexity�Storage Requirements

The implementation of a location�invariant LMS L��lter requires a total number of N multipli�

cations�divisions �or mults�divs� and ��N � 
� additions�subtractions �or adds�divs� per output

sample� Thus� the �lter exhibits a complexity of O�N�� Memory requirements are limited to the
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use of �N �
 local variables per output sample� An algorithm for fast sorting has been proposed in

�
��� which may be used for the input vector ordering� This method requires only �N �
�� log�N

comparisons while the QUICKSORT method exhibits a complexity of O�Nlog�� � 
��� L��lters

are known for their small computational complexity and limited memory storage requirements�

��B Adaptive LMS Ll��lters

��B�� Filter Design

The main problem with L��lters is that they do not incorporate time or spatial information� On

the contrary� Ll��lters can incorporate time�spatial information along with ordering information

through the representation of the observations by means of the �N� � 
� vector z ����

z�n� �
�

T
�
�x�n��� 
T

�
�x�n��� � � � � 
T

N
�x�n��

�T
���

where each �N � 
� vector 
T
i
�x� is de�ned by�


T
i
�x� �

�
x�i��� x�i��� � � � � x�i�N

�T
� i � 
� � � � � N �
��

with

x�i�j �

����
����

x�i�� if x�i� � x�j��

�� otherwise

�

�

By its construction� vector z�n� contains both time and ordering information� It is worth noting

that only N elements of vector z�k� are always nonzero� The output of the Ll��lter is given by�

y�n� � cT z�n� where c is a �N� � 
� coe�cient vector of the form�

c �
�
c����� � � � � c���N jc����� � � � � c���N j � � � jc�N��� � � � � c�N�N

�T
� �
�

The LMS algorithm can be used for the adaptation of the Ll��lter coe�cients yielding the following

updating equation �

��

c�n� 
� � c�n� � �	�n�z�n� �
��
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where the adaptation step�size � should satisfy�

� � � � �

N��
xn

���	

with ��
xn
denoting the total input power


��B�� Complexity�Storage Requirements

For the calculation of an output sample� a total number of �N��� multsdivs and �N��� addssubs

are required� resulting to a complexity of O�N�	
 Storage requirements are quite extensive reaching

a total number of �N� � � local variables per output sample
 The number of comparisons needed

for the input vector ordering are identical to those required by a location invariant L��lter� if the

same �lter window is employed
 Fast sorting algorithms could also be used in this case for ordering

the input


� Morphological signal adaptive median �lter

��A Filter Design

The �lter structures described so far require the a priori knowledge of the noise�free version of

the corrupted image �to be used in the training phase� as it will be described later on	
 However�

the assumption of the availability of the noise�free version of the corrupted image is not always

true
 A class of �lters that does not require the a priori knowledge of the desired image is the

so�called signal�adaptive �lters
 Signal�adaptive �lters adapt their behavior in accordance with a

local SNR measure
 Thus� they perform di�erently close to image edges� where the primary goal

is to preserve them� than in homogeneous regions� where the objective is to smooth the noise
 The

signal adaptive median �lter �SAM	 is a paradigm of this class ����
 Other signal adaptive �lters

have been proposed in ���� ���


A novel extension of the standard SAM �lter is introduced in this section
 It is the so�called

morphological signal�adaptive median �lter �MSAM	
 The proposed �lter performs well on when



Preprint� Appears in SPIE Optical Engineering Journal �

impulsive or additive contaminated Gaussian noise is present� especially at high corruption cases
 It

requires only the a priori knowledge of certain noise characteristics� which can easily be estimated


It adapts its behavior based on a local SNR measure thus achieving edge preservation and noise

smoothing in homogeneous regions


To begin with� let us describe the framework for signal�adaptive �lters
 Let us denote by ��� the

noise variance that is known or has been estimated beforehand
 Moreover� in the case of impulsive

noise let pp be the percentage of positive impulses �i
e
� Smax � ���	� and p� be the percentage of

negative impulses �i
e
� Smin � �	
 Thus� the noisy image pixel values x�n	 are determined by the

model�

x�n	 �

���������
��������

Smin with probability p�

Smax with probability pp

x�n	 with probability �� �pp � p�	

���	

where x�n	 is an image pixel corrupted possibly by additive white or signal�dependent noise
 The

output of the MSAM �lter is expressed as in the standard SAM �lter ����� i
e
�

y�n	 � �xM �n	 � b�n	�x�n	� �xM �n	�� ���	

�xM �n	 is the modi�ed median� i
e
� the median of the pixels that remain after the removal of

impulses from the local window
 b�n	 is a weighting coe�cient that is used to adapt the window

size according to whether a �at region or an edge has been met
 Thus� in homogeneous regions�

total noise suppression is achieved� because a large window is employed due to b�n	 being close

to �
 Edges are also well preserved� because a small window size is used due to b�n	 being close

to � in this case
 The window incrementdecrement procedure is explained below
 Two major

modi�cations in the standard SAM �lter ���� are introduced by the so�called MSAM �lter�

�
 MSAM employs the morphological operations of dilation and erosion with certain prede�ned

structuring elements �SEs	� in order to vary anisotropically the window size with respect to

the local image content
 This modi�cation has been motivated by the work reported in ����
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�
 MSAM employs two impulse detectors� one for constant impulses �either positive or negative	

and another for randomly�valued impulses
 Impulse detection is done only in the initial

window of dimensions �� �


Subsequently� the several steps of the algorithm are presented


�� Constant value impulse detection �����

The �lter performs detection of constant value impulses in an initial window of dimensions

�� � by using a signal�dependent threshold ���n	 for negative impulses given by�

���n	 � c�Smin � �xM �n	� � � ���	

and another one for positive impulses de�ned by�

�p�n	 � c�Smax � �xM �n	� � � ���	

where c � ���
 If �x�n	 � �xM �n	� � �� then x�n	 is detected as a negative impulse
 On the

opposite� if �x�n	� �xM �n	� � �p then x�n	 is detected as a positive impulse


�� Randomly�valued impulse detection�

Motivated by the randomly�valued impulse detection mechanisms developed in ���� ���� two

additional thresholds are incorporated in the standard SAM �lter
 They are de�ned as

follows�

h��n	 � xmax � xmin� ���	

h��n	 � xmax� � xmin ���	

where xmin is the minimum value pixel� xmin� the second minimum value pixel� xmax the

maximum value pixel and xmax� the second maximum value pixel in the initial window
 If

the absolute di�erence jx�n	 � �xM �n	j is greater than any of the thresholds h� or h�� then

x�n	 is of very small or of very large value with respect to its neighboring pixels and most
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possibly is a randomly�valued impulse
 Random�value impulse detection is performed only

if the current pixel has not previously been detected as a constant impulse and only when

b����n	 � bt �which means edge region or possible randomly�valued impulse in the initial

� � � window with respect to Steps � and � described later on	
 If the current pixel is an

impulse� either constant or randomly�valued� it is excluded from the estimation of the median

at the current and at any future window centered at n
 That is� it is not considered in the

estimation of the modi�ed median employed in ���	


�� Calculation of the weighting coe�cient b�n	�

This coe�cient is given by the expression �����

b�n	 �

�����
����

�� if 	��� � ���x

��� 	
���
���x
	� � otherwise


���	

���x denotes the image variance estimated from the local �windowed� histogram ���� from

which the current pixel is additionally excluded if it is detected as an impulse
 	 and 


are appropriately chosen parameters in the interval ��� ��
 The parameter 	 controls the

threshold on the local signal to noise ratio up to which the high�frequency components are

entirely suppressed
 The parameter 
 controls the suppression of noise close to edges


�� Decision whether the current pixel belongs to a homogeneous region or to an edge�

The weighting factor b�n	 calculated in Step � is compared to a prede�ned threshold bt
 If

it is smaller than bt� then the current pixel is assumed to belong to a homogeneous region


Otherwise� the current pixel belongs to an edge
 The threshold bt lies in the interval ��� ��


Its selection is accomplished in accordance with the degree of corruption and the nature of

noise
 For highly corrupted images� its value is lower than �
�
 If the image is corrupted by

pure Gaussian noise of relatively medium variance� the threshold lies in the range ������ �����


A reliable method for the choice of the threshold bt is described in ����
 Methods employing

local statistics have been reported in ����
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�� Novel window adaptation procedure�

The proposedMSAM further di�ers from the SAM �lter in the window adaptation procedure

used
 SAM employs isotropic �lter windows of dimensions � � � up to �� � ��
 In contrast

to SAM � an anisotropic window adaptation procedure is proposed based on mathematical

morphology operations of binary erosiondilation with prede�ned structuring elements
 Four

structuring elements are employed� namely� B�� B�� B� and B� and their symmetric ones B
s
�
�

Bs
�� B

s
� and B

s
� illustrated in Figure �a
 They are divided in even�angle SEs �B�� B�� B

s
�� B

s
�	

and in odd�angle SEs �B�� B�� B
s
�
� Bs

�
	
 The window increment is performed by a dilation

operation W �Bi� where W denotes the current �lter window
 The �direction� of increment

depends on the choice of Bi
 The result of the window growing W �Bi for an original �� �

window size W is shown in Figure �a
 The thin dots belong to the original window W while

the bold dots denote the new pixels that have been appended to W to form a new �larger	

window
 In a similar fashion� the window decrement is performed by an erosion operation

W �Bi
 This is demonstrated in Figure �b for B�� B
s
�� B�� B

s
�
 It should be noted that only

these SEs are used for reducing the window size
 The procedure of the window adaptation

begins with a �� � square window and checks whether the central pixel belongs to an edge


I� If it does not belong to an edge�

�a	 An attempt is made to increase the window size by using the odd�angle SEs


�i	 If an edge is 	hit
 �e
g
 b�n	 � bt	 the current odd�angle SE is excluded and the

even�angle SEs that compose the SE under consideration are tested for possible

window increment
 For example� if B� is excluded� B� and B� are tested for

possible use in window increment
 This means that the sides of the mask are

also separately checked expecting that an edge is possibly met at one side only�

thus allowing window increment from the remaining side
 By doing so� maximal

window increment is achieved
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�ii	 If an edge is not met� then the current odd�angle SE is used to increase the

window size
 The corresponding even�angle SEs are then excluded


�b	 In the next step� the odd�angle SEs� that have not been excluded in a previous step�

are tested again
 In the above�described example� B�� B
s
�
and Bs

�
remain to be

tested
 In other words� if it is known from a previous step that a window side meets

an edge� this side is not considered again


�c	 The procedure continues until all the odd�angle and all the even�angle SEs are

excluded or until at least one side reaches a maximal size �e
g
� ��	


II� If the pixel belongs to an edge� the goal is to expand the mask in the neighboring

regions that are homogeneous
 That is� the current pixel is labelled as a border pixel

and the window increment is done towards the side of the edge where the pixel belongs

to
 To do so� the opposite side of the edge must be found and the increment of the

�lter window towards that direction must be prohibited
 This is done as follows
 The

average value of the pixels on each of the four sides of a window of dimensions � � �

is derived and the absolute di�erence between the side average values and the current

pixel is calculated
 The side that corresponds to the greater di�erence is removed
 The

di�erence is a measure of deviation of the side pixels from the current one
 The side

that deviates the most is possibly the side that should be removed
 The decrement of

the initial window size is achieved by the operation of erosion with one of the SEs B��

Bs
�� B�� B

s
�
 Subsequently� the window increases towards the remaining sides in the way

described above by using appropriate SEs
 For example� if an erosion with B� were

performed� B�� B�� B
s
�� B�� B

s
� would be used to increase further the window


Finally� if the current pixel is detected as an impulse� the factor b�n	 is set to � �thus allowing

maximum �ltering	
 After the �optimal� window size with respect to the local image content

has been determined� the �lter output is estimated by ���	
 The modi�ed median �xM �n	 in ��



Preprint� Appears in SPIE Optical Engineering Journal ��

is calculated only twice� at the initial window for impulse detection and at the �nal window for

the �lter output estimation unlike the classical SAM �lter which� in case that impulsive noise is

present� requires median estimation at every step of the isotropic window adaptation procedure


��B Complexity�Storage Requirements

In order to analyse the complexity and storage needs of the MSAM �lter� the best and worst

cases with respect to the �optimal� �lter window size will be examined
 It will be assumed that

impulse detection is also performed� that is� impulsive noise is observed
 The total number of �nal

multsdivs and addssubs required per output sample is dependent on the local image content�

which controls the anisotropic window adaptation


��B�� Best case � Minimum Complexity

The minimum number of computations is needed when the anisotropic window process outputs

as �optimal� local window the initial window consisting of NI � nI � nI pixels
 In this case�

the �windowed histogram� estimation needs � multsdivs and NI � � addsdivs ����
 Impulse

detection requires � multsdivs and � addssubs
 The calculation of b�n	 involves� assuming that


 � ���� NI � � multsadds and �NI � � addssubs
 Finally� the calculation of the output needs

� addssubs and � multdiv
 The total number of multsdivs and addssubs sums up to NI � ��

and �NI ��� respectively
 The additional computational cost� in this case� compared to the SAM

�lter� is the need of � addssubs for random impulse detection �the sorting that is required is

performed during the modi�ed median estimation	
 For median estimation� fast algorithms have

been proposed in the literature ���� ���
 If the modi�ed median is calculated using the method of

����� only �dpNI ��hmin ��hmax � �e comparisons are necessary
 �hmin and �hmax are de�ned

in ����


Storage needs sum up to an array of ��� elements representing the local �windowed� histogram

�assuming that Smax � ���	 and another �� local variables used for impulse detection� b�n	 and
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output estimation
 The extra memory needs of the MSAM �lter compared with SAM are � local

variables used by the randomly�valued impulse detector


��B�� Worst case � Maximum Complexity

The worst case� in terms of computational complexity� occurs when MSAM outputs as �optimal�

the maximal �lter window allowed consisting of NF � nF � nF pixels
 Let�s assume that the

number of stages needed in order that the initial window nI �nI reaches the maximal one nF �nF

are equal to ST 
 SD from ST result from dilations �window increment	 while the remaining SE

from erosions �window decrement	� i
e
 ST � SD � SE
 Furthermore� let nSD�k be the number of

pixels added to the local window at increment stage k� k � �� � � � � SD� and nSE�l be the number of

pixels removed from the local window at decrement stage l� l � �� � � � � SE 
 It is evident that the

total number of necessary stages for maximal �lter window for the SAM �lter� ST�SAM is less than

ST � due to isotropic window adaptation


The number of multsdivs and addssubs required by the four main steps of the MSAM al�

gorithm� �windowed histogram� evaluation �includes the window adaptation process	� impulse

detection� b�n	 calculation and output estimation are summarized in Table � along with the num�

ber of comparisons required for modi�ed median calculation per output sample
 For comparison

purposes� respective numbers are given for the SAM �lter
 Decrement stages involve adding and

later removing pixels from the window leading to double computations ��
PSE

j�� nSE �j	 compared to

increment stages
 For the calculation of b�n	 the worst case is considered �computation of �� ����
��x
	


SAM impulse detection complexity is evaluated along with b�n	 calculation complexity� since im�

pulse detection is performed at every stage and directly a�ects the value of b�n	 ����
 This imposes

an extra cost of �ST�SAM multsdivs and �ST�SAM addssubs
 On the contrary� MSAM impulse

detection is performed only at the initial window
 Modi�ed median estimation is performed by

MSAM only at the initial and �nal windows ��hmin�I � �hmax�I in Table � correspond to the ini�

tial window while �hmin�F � �hmax�F to the �nal one	
 On the other hand� SAM evaluates median



Preprint� Appears in SPIE Optical Engineering Journal ��

values at every stage for impulse detection �in Table � N� � NI and NST�SAM � NF 	
 It is noted

that generally NI �
PSD

i�� nSD�i �
PSE

j�� nSE �j � NF The equality is valid only if SE � �


Storage requirements� in the worst case� are equal to those of the best one plus an additional

number of � local variables indicating whether a SE has been employed for erosion or dilation in

the current stage or if it has been excluded from use


� Simulation Results

��A Performance Evaluation

The noise�free images �Air�eld� and �Bridge� have been corrupted by adding white i
i
d
 noise

obeying the pdf of a Gaussian mixture given by�

� � ��� �	N��� ��	 � �N���
��
�
	 ���	

with mean value E��	 close to �� and variance ��� � ����� � � � ���	
 The contamination factor

�� along with the initial standard deviation �� � determine the degree of corruption
 The result of

this noise corruption process is a mixture of Gaussian and impulsive noise �contaminated Gaussian

noise	 of varying characteristics according to the value of both � and �� 
 Thus� the proposed �lter

performance can be evaluated on a wide range of di�erent combinations of noise distributions and

corruption levels
 For more details� the reader is referred to ����
 It is worth noting that the special

case of pure constant value impulsive noise is additionally examined in order to test the robustness

of the �lters to this kind of noise
 Performance results are reported for corruption cases by additive

noise with Laplacian �i
e
� � � �
�
e��jxj� where  is the laplace coe�cient and E��� � �	 or Uniform

distribution �i
e
� � � �

�r
� where r denotes the half range of the distribution� the entire being ��r � r�

leading to E��� � �	
 Di�erent levels of corruption are examined for these cases as well


Four objective criteria have been evaluated for each pair of noisy and �ltered images� namely
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the SNR� the PSNR� the MAE and the MSE� de�ned by

�SNR � �� log��
���d
����

�PSNR � �� log��
����

����
���	

�MAE �
�

KL
KX
k��

LX
l��

j��k� l	j �MSE �
�

KL
KX
k��

LX
l��

���k� l	 ���	

In the above equations� ��k� l	 � y�k� l	 � d�k� l	 is the output noise� where d�k� l	 is the noise�free

image and y�k� l	 denotes the �ltered image
 ���d is the variance of the noise�free image and ��
�
� is

the variance of the output noise
 K�L correspond to the number of rows and columns� respectively�

of the processed part of the test image in question


To begin with let us describe the experimental setup
 Two di�erent noise�free images have been

chosen� namely� the images �Air�eld� and �Bridge�
 Initially� both of them have been corrupted

by adding white i
i
d
 noise obeying the pdf of a Gaussian mixture given by ���	
 For the adaptive

LMS order statistic �lters� a preprocessing phase �i
e
� a training phase	 has been employed aiming

at deriving the �lter coe�cients following the procedure outlined subsequently
 A noise�free training

image and a corrupted one by noise having the same distribution to the one observed in the test

image to be �ltered are used
 The �lter structure that is used to �lter the test image is also used in

the training phase
 The test image is �ltered by using the coe�cients determined when the training

phase has led to convergence
 These steady state coe�cients can be obtained either by averaging

the �lter coe�cients found in the last row of the training image or by choosing the coe�cients

found in the last image pixel �ltered in the training phase
 Although a noise�free version of the

training image �e
g
 a TV logo	 still is needed� there is no such need for a noise�free version of the

test image


Following the above�described procedure� �rstly� a corrupted version of image �Bridge� has been

employed in the training phase� that aims at determining the LMS order statistic �lter coe�cients

at convergence
 A value of � � ���� has been employed in the �lters� coe�cient updating equations

� and �� during training
 A corrupted version of image �Air�eld� by the same kind of noise has

been used as a test image
 The coe�cients determined at the end of the training phase are applied
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to the test image for noise smoothing
 The opposite situation has also been tested
 That is� a

corrupted version of image �Air�eld� has been employed in the training phase and a corrupted

version of image �Bridge� by the same kind of noise has been used as a test image
 A window size

of �� � has been used in both training and testing phases
 Images �Air�eld� and �Bridge� both of

dimensions ���� ��� are shown in Figures �a and �b� respectively
 Three noise cases are studied

in more detail�

Case �� The test images are corrupted by noise having a contaminated Gaussian distribution ���	

with values for � � ��� and ��� 	 �����
 This leads to a high corruption of the original image

by mixed impulsive and Gaussian noise
 The corrupted images are called �Airm�s�l��� and

�Brim�s�l��� and are shown in Figures �a and �a� respectively


Case �� � is chosen to be equal to �
� which implies that only pure Gaussian noise is present in the

noisy image
 A value close to ���
� has been used for ��� 
 The resulting images are named

�Airm�s�l��� and �Brim�s�l��� and are depicted in Figures �a and �a� respectively


Case �� Impulsive noise of �� positive and �� negative impulses of constant value has been added

to the test images to examine the robustness of the proposed �lters in pure impulsive noise


The �nal images �Air�eld
i� and �Bridge
i� are shown in Figures �a and �a� respectively


The quantitative �gures of merit for the three cases are tabulated in Table � when the noisy

versions of images �Air�eld� and �Bridge� are �ltered
 The respective �gures of merit for the SAM

and the median �lter of dimensions � � � are included in Table � for comparison purposes
 Table

� contains the values of the MSAMSAM �lter parameters and thresholds �pp�pn�	�
	 employed

in the simulation process
 The inspection of Table � leads to the following conclusions concerning

the performance of the adaptive order statistic �lters under study with respect to SNR� PSNR�

MAE and MSE values�


 For low SNR and very impulsive images� the morphological SAM �lter attains the best
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performance
 The Ll��lter is the second best



 For images corrupted by Gaussian noise� the adaptive Ll �lter attains the best performance


The MSAM �lter is found to be the second best �lter



 For pure impulsive noise MSAM outperforms the other �lters in terms of SNR� PSNR and

MSE values whereas SAM attains the smallest MAE



 The location invariant L��lter is not far behind in all cases


It is worth noting that all �lters under study outperform the median �lter


The �ltered images by the adaptive order statistic �lters under study are provided in order

to evaluate the �lter performance with respect to the achieved visual quality
 Figures �b�d show

the outputs of the location invariant L�� adaptive Ll� and morphological SAM �lters� respectively�

when the noisy image �Airm�s�l��� is �ltered
 For comparison purposes� the outputs of the SAM

and the median �lter of dimensions �� � are shown in Figures �e�f� respectively
 Figures �b�f show

the outputs of the above�mentioned �lters in the same order when the noisy image �Brim�s�l���

is �ltered
 The outputs of the �lters under study when image �Airm�s�l��� is �ltered are depicted

in Figures �b�f and the outputs of the same �lters when image �Brim�s�l��� is �ltered are shown

in Figures �b�f respectively
 Figures �b�f and �b�f demonstrate the outputs of the �lters under

study when images �Air�eld
i� and �Bridge
i� are �ltered� respectively
 By observing these �gures�

it is found that the MSAM ��ltered image is of better perceived visual quality than all the other

�ltered images
 Edges are preserved and not blurred� which is not the case with the other �lters

under study
 Mixed impulsive and Gaussian noise is smoothed very well� an untrue fact for the

other �lters
 Moreover� the removal of impulses and Gaussian noise in homogeneous image regions

is more successful when MSAM is used in all corruption cases examined
 The superior MSAM

�lter performance is attributed to three factors�

�i	 the use of large window sizes in homogeneous regions�
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�ii	 the anisotropic window increment that allows a higher noise suppression close to edges than

the one achieved by the standard SAM �lter� and

�iii	 the improved impulse detection mechanism that is now employed


In order to justify the above remarks� Figures �a�b and ��a�b are included
 Figures �a�b show

the total number of pixels in the �optimal� windows employed during �ltering of a small part of

�Airm�s�l��� by the SAM and MSAM �lters� respectively
 It is seen that MSAM yields larger

windows nearby edges than SAM resulting in better noise smoothing near edges
 Figures ��a�b

illustrate the value of b�n	 appropriately scaled after �ltering the same noisy image
 A value close to

�
� indicates edge region while a value close to �
� a �at one
 SAM edge detection produces thicker

edges which implies less �ltering in those areas
 Furthermore� when impulsive noise is present�

pixels in �at regions are mistakenly assigned as edge pixels by SAM due to its reduced impulse

detection capabilities


It is worth noting that such a good performance of MSAM is obtained without any reference

image or training procedure and in a single pass
 Furthermore� the poor performance of median

�lters in presence of Gaussian noise is diminished
 It is remarkable that the visual perception of the

images �ltered by the three �lters discussed in the paper is superior to that of the median �ltered

image


Performance results for a wider range of corruption levels in case of contaminated Gaussian noise

presence� as well as for a wide range of corruption levels when additive Laplacian or Uniformly

distributed noise is added� are tabulated in Table � for the SAM and MSAM �lters� in order

to justify the improved performance of the MSAM �lter
 Achieved SNR and MSE values are

illustrated for corrupted versions of image �Air�eld�
 The inspection of this Table leads to similar

conclusions analysed in the above
 In almost all cases� the MSAM �lter outperforms the SAM

and in the remaining ones their performance is almost identical
 However� the perceived visual

quality of the �ltered images by MSAM is much more superior than the one achieved by SAM 
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Remaining noise in �at regions and non�removed impulses are two signi�cant drawbacks of the

latter
 It should be noted that a minor disadvantage of the MSAM �lter is its inability to preserve

very small details and thin lines


��B Complexity evaluation

The main disadvantage of the adaptive Ll��lter is its high memory requirements and increased

computational complexity due to the large number of �lter coe�cients that need to be adapted in

the training phase and stored in both phases
 Its complexity and storage needs are analogous to

N�� where N is the number of pixels in the �lter window
 Consequently� if a larger window size

is used� the �lter�s complexity and memory needs increase signi�cantly
 The adaptive location�

invariant L��lter has the advantages of simple structure� limited memory requirements and small

computational complexity
 With respect to computational complexity and memory requirements�

the MSAM �lter lies in�between� if a large window size �e
g
 � � �	 is used by the LMS adaptive

�lters
 Table � contains the execution time spent by the three �lters under study in order to �lter

images �Airm�s�l���� �Airm�s�l��� and �Air�eld
i�
 Simulations have been performed on an IRIS

Silicon Graphics INDY machine with a MIPS R���� Processor of ���MHz
 The LMS adaptive

�lter execution time is estimated for two di�erent window sizes� � � � and � � �
 The latter is

considered in this analysis so that their execution time is comparable with that of the MSAM

�lter� which employs variable �lter window sizes starting from � � � and reaching up to �� � ��


The respective values for the SAM �lter are also shown for comparison purposes


Examining now the window adaptation processes� the anisotropic window adaptation procedure

of MSAM requires more computational e�ort than the isotropic window adaptation used in the

standard SAM due to erosion and dilation computations� as is also shown in Table �
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� Conclusions

The application of adaptive order statistics �lters in noise removal from corrupted images has been

studied in this paper
 Three adaptive order statistics �lters have been considered� namely� the

adaptive location�invariant L�� the adaptive Ll� and the morphological SAM �lters
 The adaptive

location�invariant L��lter and the adaptive Ll��lter were proposed by the authors in ��� ��� ���

in the past
 The morphological signal�adaptive median �lter is a novel extension of the signal�

adaptive �lter ���� proposed in this paper
 TheMSAM �lter requires neither a priori knowledge of

the noise�free version of the corrupted image nor a training phase
 Therefore� the MSAM �lter is

highly appropriate for image �ltering
 The noise suppression capabilities of the proposed MSAM

�lter have been compared to the ones of the LMS location�invariant L� and LMS Ll��lter whose

performance has been used as a baseline in the comparative study
 It has been demonstrated

that the highest gain in performance both quantitatively and qualitatively is obtained when low

SNR and very impulsive images are encountered
 Although MSAM has a higher computational

complexity than the SAM �lter� it is still attractive because its computational complexity combined

with its memory requirements lie between those of its competitors �i
e
� the LMS location�invariant

L��lter and the LMS Ll��lter	
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Table �� MSAM and SAM �lter complexity analysis in terms of total number of addi�
tionssubtractions� multiplicationsdivisions and comparisons required for the estimation of an
output sample


Process MSAM Complexity
addssubs multsdivs

�Windowed� NI �
PSD

i���nSD�i	 � �
PSE

j���nSE �j	� �ST
Histogram ���� SD � �SE � �ST � �

Impulse � �
Detection

b�n	 �
 � ���	 ��NI �
PSD

i���nSD�i	� NI �
PSD

i���nSD�i	 � �
PSE

j���nSE�j	�

�
PSE

j���nSE �j		 � �ST SD � �SE � �ST
Output � �

comparisons

Modi�ed �dpNI ��hmin�I ��hmax�I � �e�
Median ���� �dpNF ��hmin�F ��hmax�F � �e
Process SAM Complexity

addssubs multsdivs

�Windowed� NF � �ST�SAM � � �ST�SAM
Histogram ����

Impulse incl
 below incl
 below
Detection

b�n	 �
 � ���	 �NF � �ST�SAM NF � �ST�SAM
Output � �

comparisons

Modi�ed

ST�SAMX
i��

�dpNi ��hmin�i ��hmax�i � �e
Median ����
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Table �� Figures of merit when corrupted versions of both images �Air�eld� and �Bridge� with
varying noise parameters are �ltered
 The best results are shown in bold


Filter Airm�s�l�� Brim�s�l��
�SNR �PSNR �MAE �MSE �SNR �PSNR �MAE �MSE

Initial �
��� ��
��� ��
��� ����
��� �
��� ��
��� ��
��� ����
���
MSAM ������ ������ ���� ������� ��
��� ��
��� ����� ���
���
Ll ��
��� ��
��� ��
��� ���
��� ������ ������ ��
��� �������

L ��
��� ��
��� ��
��� ���
��� ��
��� ��
��� ��
��� ���
���
SAM �
��� ��
��� ��
��� ���
��� �
��� ��
��� ��
��� ���
���
Median ��
��� ��
��� ��
��� ���
��� ��
��� ��
��� ��
��� ���
���

Airm�s�l�� Brim�s�l��
�SNR �PSNR �MAE �MSE �SNR �PSNR �MAE �MSE

Initial �
��� ��
��� ��
��� ���
��� �
��� ��
��� ��
��� ���
���
MSAM ��
��� ��
��� ��
��� ���
��� ��
��� ��
��� �
��� ���
���
Ll ������ ������ ���� ������� ������ ����� ����� ������

L ��
��� ��
��� ��
��� ���
��� ��
��� ��
��� ��
��� ���
���
SAM ��
��� ��
��� ��
��� ���
��� ��
��� ��
��� ��
��� ���
���
Median ��
��� ��
��� ��
��� ���
��� ��
��� ��
��� ��
��� ���
���

Air�eld
i Bridge
i
�SNR �PSNR �MAE �MSE �SNR �PSNR �MAE �MSE

Initial ��
��� ��
��� ��
��� ����
��� ��
��� ��
��� ��
��� ����
���
MSAM ������ ����� �
��� ������ ����� ����� �
��� ������

Ll ��
��� ��
��� �
��� ���
��� ��
��� ��
��� �
��� ���
���
L ��
��� ��
��� �
��� ���
��� ��
��� ��
��� �
��� ���
���
SAM ��
��� ��
��� ���� ���
��� ��
��� ��
��� ����� ���
���
Median ��
��� ��
��� �
��� ���
��� ��
��� ��
��� �
��� ���
���

Table �� MSAMSAM �lter parameter and threshold values


Noisy Image pp pn bt 	 


Airm�s�l�� �
���� �
���� �
� �
� �
�
Brim�s�l�� �
���� �
���� �
� �
� �
�
Airm�s�l�� �
� �
� �
� �
� �
�
Brim�s�l�� �
� �
� �
�� �
� �
�
Air�eld
i �
���� �
���� �
� �
� �
�
Bridge
i �
���� �
���� �
� �
� �
�
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Table �� Comparison of SAM andMSAM �lter performances for a wide range of corruption cases
by Contaminated Gaussian noise
 Additional performance results are incorporated for the cases of
additive Laplacian and Uniform noise distributions


Contaminated Gaussian

Noisy Image � ���� Initial MSAM SAM

SNR SNR MSE SNR MSE

Airm�s�l�� �
� ���
��� �
��� ��
��� ���
��� ��
��� ���
���
Airm�s��l�� �
� ���
��� ��
��� ��
��� ��
��� ��
��� ���
���
Airm�s�l�� �
� ����
��� �
��� ��
��� ���
��� �
��� ���
���
Airm�s�l�� �
� ���
��� �
��� ��
��� ���
��� ��
��� ���
���
Airm�s��l�� �
� ���
��� ��
��� ��
��� ��
��� ��
��� ���
���
Airm�s�l�� �
� ����
��� �
��� �
��� ���
��� �
��� ���
���
Airm�s��l�� �
� ���
��� ��
��� ��
��� ��
��� ��
��� ��
���

Laplacian

Noisy Image  ���� Initial MSAM SAM

SNR SNR MSE SNR MSE

Airm�s��l� �
� ��
��� ��
��� ��
��� ��
��� ��
��� ��
���
Airm�s��l� �
� ���
��� ��
��� ��
��� ��
��� ��
��� ��
���
Airm�s��l�� ��
� ���
��� ��
��� ��
��� ���
��� ��
��� ���
���
Airm�s�l�� ��
� ���
��� �
��� ��
��� ���
��� ��
��� ���
���

Uniform

Noisy Image r ���� Initial MSAM SAM

SNR SNR MSE SNR MSE

Airm�s��r�� ��
� ��
��� ��
��� ��
��� ��
��� ��
��� ��
���
Airm�s��r�� ��
� ���
��� ��
��� ��
��� ��
��� ��
��� ���
���
Airm�s�r�� ��
� ���
��� �
��� ��
��� ���
��� ��
��� ���
���

Table �� Execution time of �lters under study
 Additional information about isotropic � anisotropic
window adaptation execution times is included


Filter Airm�s�l�� Airm�s�l�� Air�eld
i
Total Window Ad Total Window Ad Total Window Ad

MSAM ��
��s ��
��s ��
��s ��
��s ��
��s ��
��s
SAM ��
��s ��
��s ��
�s ��
��s ��
��s ��
��s
Ll �� � ��
��s � ��
��s � ��
��s �
Ll �� � ��
��s � ��
��s � ��
��s �
L �� � �
��s � �
��s � �
��s �
L �� � ��
��s � ��
��s � ��
�� �
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Figure �� Structuring Sets� �a	 Window increment through dilation
 �b	 Window decrement
through erosion


�a	 �b	

Figure �� Noise�free images� �a	 Air�eld and �b	 Bridge
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�a	 �b	

�c	 �d	

�e	 �f	

Figure �� �a	 Noisy image� Airm�s�l��
 Filtered Airm�s�l�� by �b	 the location invariant L �lter�
�c	 the adaptive Ll �lter� �d	 the morphological SAM �lter� �e	 the SAM �lter� �f	 the median
�lter using a �� � mask
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�a	 �b	

�c	 �d	

�e	 �f	

Figure �� �a	 Noisy image� Brim�s�l��
 Filtered Brim�s�l�� by �b	 the location invariant L �lter�
�c	 the adaptive Ll �lter� �d	 the morphological SAM �lter� �e	 the SAM �lter� �f	 the median
�lter using a �� � mask
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�a	 �b	

�c	 �d	

�e	 �f	

Figure �� �a	 Noisy image� Airm�s�l��
 Filtered Airm�s�l�� by �b	 the location invariant L �lter�
�c	 the adaptive Ll �lter� �d	 the morphological SAM �lter� �e	 the SAM �lter� �f	 the median
�lter using a �� � mask
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�a	 �b	

�c	 �d	

�e	 �f	

Figure �� �a	 Noisy image� Brim�s�l��
 Filtered Brim�s�l�� by �b	 the location invariant L �lter�
�c	 the adaptive Ll �lter� �d	 the morphological SAM �lter� �e	 the SAM �lter� �f	 the median
�lter using a �� � mask
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�a	 �b	

�c	 �d	

�e	 �f	

Figure �� �a	 Noisy image� Air�eld
i
 Filtered Air�eld
i by �b	 the location invariant L �lter� �c	
the adaptive Ll �lter� �d	 the morphological SAM �lter� �e	 the SAM �lter� �f	 the median �lter
using a �� � mask
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�a	 �b	

�c	 �d	

�e	 �f	

Figure �� �a	 Noisy image� Bridge
i
 Filtered Bridge
i by �b	 the location invariant L �lter� �c	 the
adaptive Ll �lter� �d	 the morphological SAM �lter� �e	 the SAM �lter� �f	 the median �lter using
a �� � mask
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�a	 �b	

Figure �� Total number of pixels in �optimal windows� employed when a part of Airm�s�l�� is
�ltered by �a	 the SAM and �b	 the MSAM �lter


�a	 �b	

Figure ��� Estimated values of b�n	 after �ltering Airm�s�l�� by �a	 the SAM and �b	 theMSAM
�lter



