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Abstract—A study on the use of vector rational interpolation for
the estimation of erroneously received motion fields of MPEG-2
predictively coded frames is undertaken in this paper, aiming
further at error concealment (EC). Various rational interpolation
schemes have been investigated, some of which are applied to
different interpolation directions. One scheme additionally uses
the boundary matching error and another one attempts to locate
the direction of minimal/maximal change in the local motion field
neighborhood. Another one further adopts bilinear interpolation
principles, whereas a last one additionally exploits available coding
mode information. The methods present temporal EC methods for
predictively coded frames or frames for which motion information
pre-exists in the video bitstream. Their main advantages are their
capability to adapt their behavior with respect to neighboring mo-
tion information, by switching from linear to nonlinear behavior,
and their real-time implementation capabilities, enabling them for
real-time decoding applications. They are easily embedded in the
decoder model to achieve concealment along with decoding and
avoid post-processing delays. Their performance proves to be sat-
isfactory for packet error rates up to 2% and for video sequences
with different content and motion characteristics and surpass that
of other state-of-the-art temporal concealment methods that also
attempt to estimate unavailable motion information and perform
concealment afterwards.

Index Terms—Error concealment, motion field estimation,
MPEG-2 compression, temporal concealment, transmission er-
rors, vector rational interpolation.

1. INTRODUCTION

RANSMISSION of highly compressed video bitstreams
T (e.g., MPEG-2 video bitstreams) through physical com-
munication channels is liable to errors, being either packet/cell
loss or bit errors (isolated or in bursts). These types of errors are
usually referred to as bitstream errors and they frequently result
in loss of the decoder synchronization, which becomes unable
to decode until the next resynchronization codeword in the re-
ceived bitstream. Since resynchronization points are placed at
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the header of each slice by an MPEG-2 coder, unless otherwise
specified, transmission errors may lead to partial or entire slice
information loss (loss of prediction errors, coding modes, mo-
tion vectors). Such loss of synchronization leads to observable
deterioration of the decoded sequence quality, which, in the case
of MPEG-2 coding, is further attributed to the use of VLC and
differential coding. Furthermore, due to the use of motion-com-
pensated prediction, temporal error propagation to predictively
coded frames inside a group of pictures (GOP), i.e., propaga-
tion errors, leads to even worse results.

A number of methods have been proposed in the literature to
achieve error resilience and thus deal with the above-mentioned
problem. A nice overview of such methods is given in [1]. One
of the ways to solve this problem is the implementation of error
concealment (EC) methods at the decoder side. Such methods
exploit the spatial and/or temporal correlations inside and
among correctly received neighboring regions/frames [2]-[12].
A subclass of EC methods focuses on the “optimal” estimation
of erroneously received motion fields based on available sur-
rounding information. Among the methods belonging in this
subclass, one may distinguish:

* the zero motion EC (ZM EC), which sets lost motion vec-
tors to zero and, thus, performs temporal replacement;

* the motion-compensated EC (MC-AV or MC-VM ECQ),
which calculates the average or vector median of adjacent
predictively coded motion vectors;

* the boundary matching algorithm EC (BMA EC), which
defines a number of motion vector candidates and selects
the optimal one that minimizes the boundary matching
error [13];

* the motion vector estimation by boundary optimizing EC
(MVE-BO EC), a fast suboptimal version which firstly
evaluates the vector median (a MAP motion estimate) of
adjacent predictively coded motion vectors, then defines
search regions in reference frames around the block
pointed at by the vector median, and finally looks for
the optimal motion vector by minimizing the boundary
matching error [2];

* the forward-backward block matching EC (F-B BM EC),
which performs temporal block matching of adjacent
blocks in order to estimate their “best match” in the
reference frames by MAD minimization [10];

* the decoder motion-vector estimation EC (DMVE EC),
a variant of F-B BM EC which, however, uses smaller
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neighboring regions in the temporal matching process to
reduce processing delays [11];

e the bilinear motion field interpolation EC (BMFI EC),
which estimates one motion vector per pixel instead of
block using bilinear interpolation among adjacent motion
vectors [12];

* the combined BMFI EC (Comb. BMFI EC), an extension
of the BMFI EC which, additionally, exploits the outcome
of the BMA EC [12].

Motivated by the introduction of vector rational interpola-
tion in [14]-[16] and its remarkable performance in the case
of color image interpolation/resampling, a study on its use for
the estimation of erroneously received motion fields of predic-
tively coded frames inside an MPEG-2 compressed video bit-
stream is undertaken in this paper. It is evident that the pre-
sented methods may be used alongside any hybrid coder that
uses predictive coding. A number of different motion vector ra-
tional interpolation schemes are investigated in this paper for
EC purposes. Initially, four distinct interpolation schemes are
presented differing in which pairs of adjacent motion vectors
are used in the vector rational interpolation function, i.e., to-
ward which direction the interpolation takes place. Then, the
additional concept of boundary matching error minimization is
incorporated in the presented approaches to select the optimal
estimation out of the four estimated motion vector candidates.
Another scheme attempts to locate the direction of minimum
change in the local motion field neighborhood, based on adja-
cent information, and to perform vector rational interpolation
in that direction. Another variant has introduced concepts sim-
ilar to the ones presented in [12] by including bilinear inter-
polation principles to the motion vector rational interpolation
approach and by introducing a finer interpolation grid in order
to further exploit existing spatial correlations. Finally, existing
information about the coding modes of adjacent macroblocks
(MBs) is exploited and motion vector rational interpolation is
employed only among the available inter-coded neighbors. The
performance of all presented schemes is compared against that
of the motion-compensated temporal ECs mentioned above by
judging from the achieved visual quality of the concealed video
sequences and by comparing the processing time required for
concealment and the accuracy of the restored motion field. Such
concealment methods perform satisfactorily in cases of low- to
medium-valued packet error rates (PER). For higher PERs, a
satisfactory solution is the combination of layered coding with
EC methods [7], [17].

The organization of the paper is as follows. In Section II,
the mathematical definition and the principles of vector rational
interpolation are briefly summarized. In Section III, a variety of
motion vector rational interpolation methods are presented for
EC of predictively coded frames. Simulation results are reported
in Section IV and conclusions are drawn in Section V.

II. VECTOR RATIONAL INTERPOLATION

Vector rational interpolation has been introduced in [14]-[16]
for color image interpolation/resampling applications, where
every pixel is represented as a 3-component vector in a color
space, in order to exploit the inherent correlations among

different color components. The input/output relationship of
a vector rational function (VRF), according to the definition
given in [14], is given by

VRF =RF[x1,X2,...,Xm] =

:[Tf17rf27"'7'rfl]T I (1)

where x7,X32,...,X,, are [-component input vectors to the
filter, P is a vector-valued polynomial, @ a scalar one and r f;
the ¢th component of the VRF output given by

P;(x1,Xa, ... ,xm)}
Tfi = )
{Q(xth, ey X))
where
PZ‘(X]_,XQ, .- ~;Xm) =qp + Z Oék.fl??C
k=1
+ Z Z Oy oy Th, Thy + -+ (3)
ki=1ko=1

Q(x1,%, - Xm) =bo + > D bjrllxj = xkll- @)

j=1k=1

|Il.|l, denotes the L, vector norm, [.] denotes integer part, the
coefficients by > 0, b;; are constant real numbers, whereas the
coefficients «;, ;, .. ;, are expressed as a nonlinear function of
the input vectors

Oy iy — f(Xl./ X2y uun ./Xm). (5)

If I = 1, (1) reduces to the scalar rational function input/output
relationship.

III. MOTION VECTOR RATIONAL INTERPOLATION EC SCHEMES

In this section, we investigate the use of properly defined
vector rational interpolation functions in the estimation process
of erroneously received motion fields of predictively coded
video frames. Information loss due to transmission errors in
MPEG-2 compressed video data translates to missing motion
vectors, coding modes and prediction errors of the respective
MBs. If default synchronization is used by the MPEG-2 en-
coder, i.e., resynchronization points exist at the start of each
slice, which is an entire row of MBs, only correctly received top
and bottom adjacent block data is available for the estimation
of the lost one. In subsequent subsections, a number of different
motion vector rational interpolation approaches are introduced.
The aim of all presented schemes is to estimate the lost motion
vector(s) in the best possible way by using information from
available adjacent motion vectors. The neighborhood consid-
ered in all interpolation schemes is shown in Fig. 1. After the
lost motion vector has been estimated in the way presented
in subsequent subsections, concealment of predictively coded
frames is performed by copying the displaced block of the
previously decoded frame with respect to the estimated motion
vector to the current lost one. In the case of B-frames, where
two motion fields are available (forward and backward), lost
motion vector estimation is accomplished in both fields and
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Fig. 1. Neighborhood employed in the motion field interpolation approaches.
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Fig. 2. MVRI schemes: (a) 2-stage 1-D case; (b) 2-D case; (c) 2-stage
combined 1-D and 2-D case; and (d) 2-D case considering all directions.

the estimate that leads to the minimum boundary matching
error (refer below for definition) is selected for concealment.
Intra-coded frames are concealed by the F-B BM EC [10].
Motion vector rational interpolation can also be employed for
recovering lost concealment motion vectors of I-frames when
such are generated and transmitted.

A. Introduction of Four Distinct Approaches

In a first approach, four different interpolation schemes have
been considered [18], differing only in the neighboring pairs
of available motion vectors used, that is, in which direction the
interpolation is applied, as is shown in Fig. 2. They are described
in the sequel:

2-Stage 1 — D Case [Fig. 2(a)]:

Horizontal Interpolation: Initially, estimates (v, vg) of
the top and bottom adjacent motion information are obtained by
applying the 1-D vector rational interpolation function

Y waw(ut zw)

(u,w)€S:
vr = (6)
50 waw
(u,w)€eS;
s
u,w)eSs
vp = (7N
30 waw
(u,w)€Ss

where S; = {(a,b),(c,b)}, S2 = {(d,e),(f,e)} and coeffi-
cients wuw, u, w € {a,b,c,d, e, f}, u # w, are defined by
1

= — 8
15 kfu—w| ®)

wuw
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In (8), ||.|| denotes the Ly vector norm and k is a positive con-
stant that controls the degree of nonlinearity of the rational filter.

Vertical Interpolation of Horizontal Estimates: The lost
motion vector is finally estimated by averaging the horizontal
estimates vy and v

v = w. )
2
2-D Case [Fig. 2(b)]: This interpolation scheme estimates
the lost motion vector v by employing the expression

> waw(u+w)
_ (u,w)es

2 Y Waw
(u,w)es
where S = {(a,d), (b, e), (c,f)} and wyuw is given by (8).
2-Stage Combined 1-D and 2-D Case [Fig. 2(c)]:

Horizontal Interpolation: 1t is performed in the same way
as in the 1-D case.

Combined Interpolation: The horizontal estimates of the
previous stage are used as input motion vectors along with the
input motion vectors of the 2-D case to estimate the lost motion
vector

(10)

> waw(u+w)
_ (u,w)es

2 Y Waw

(u,w)€es

(11)

where S = {(a,d), (b,e), (c,f), (vr,vp)} and wy,y is again
given by (8).

2-D Case of All Directions [Fig. 2(d)]: This interpolation
scheme is an extension of the 2-D case, in the sense that almost
all directions between neighbors are considered in the final es-
timation

> Wuw(u+w)
_ (uw)es

2 > Waw

(u,w)es

(12)

where now
S = {(a,d), (b,e), (c. 1), (a,b), (b,c),
(f,e), (e,d),(a,f),(c,d)}.

All interpolation schemes attempt to estimate lost motion in-
formation in such a way that motion field smoothness is attained
in smooth motion areas, while at the same time irregular mo-
tion of adjacent blocks does not result in high estimation errors.
Intra-coded neighbors are simply considered here as having zero
valued motion vectors. No coding mode information of adja-
cent blocks is exploited at this point. In smooth motion areas,
where Euclidean distances between adjacent vectors are small,
the weights wy are close to 1.0, thus leading to an averaging
interpolator. When Euclidean distances increase, the respective
weights decrease, thus limiting the contribution of the respective
candidate neighboring pair in the final motion vector estimate.

B. Boundary Matching Error Minimization

In a second approach, the boundary matching criterion has
been employed in order to locate that interpolation scheme out
of the four above-mentioned ones that estimates the “optimal”
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motion vector with respect to the minimum boundary matching
error [13] and thus leads to the best possible concealment, as
shown in (13), at the bottom of the page, where N X [N denotes
the block size, (z¢,yo) the spatial coordinates of the top-left
pixel of the lost block, f;. the reference frame (forward or back-
ward), f. the current frame, and v; = (dz;,dy;),i = 1,...,4
the estimated motion vector by each one of the four interpola-
tion schemes.

C. Interpolation in the Direction of Minimum Change

In a third approach, interpolation has been attempted in the
direction of minimal change while preserving the transition in
the direction of maximal change inside a predefined motion
field neighborhood, in an inverse manner than that of method
[19], which aims at image enhancement using rational control
functions of the rate of change of the local image content.
In order to find the rate and direction of change (maximal or
minimal) inside a predefined motion vector neighborhood, an
approach similar to the one proposed in [20] has been adopted.
Let MF(z,y), IR?> — IR? be a two-valued two-dimensional
function denoting the estimated motion field of a frame, i.e.,
MF(z,y) = [Dx(x,y) Dy(z,y)]T, where Dz and Dy,
IR?> — IR, represent the functions of the horizontal and vertical
displacements composing the motion vectors at points (z,).
When the Euclidean distance of two points (z1, y1) and (x2, y2)
tends to zero, the difference of the values of MF(z, y) at those
points, AMF = MF(z1,y;) — MF(z2,y2), becomes the arc
element

OMF OMF
dr + dy.

dMF =
ox dy

(14)

Its squared norm, known as the first fundamental form, is given
by

o] L]

Gyy dy

_OMF OMF _ (9Dxz\>  [(9Dy\>
e _<3x> +<W>
_OMF OMF _ (9Dz\*> (0Dy\”
T "oy oy _<8y> ( )
_OMF OMF _ (9Dz\(dDxz\ , (9Dy\[dDy
=y (o (3 (@)@,

(16)

T
AMF? = {d"’} {9” (15)

dy Gy

where (gxy = gyzr)

According to [20], dMF? is a measure of the rate of mo-
tion field change in a prespecified direction. The extrema
of (15) are obtained in the direction of the eigenvectors of

Yz

corresponding eigenvalues. Thus, the eigenvectors provide the

direction of maximal/minimal change at a given point (f4
and f_, respectively), whereas the eigenvalues present the
maximal/minimal rate of change (A; and A_, respectively).
The latter, as reported in [20], are estimated by

Jzy

the matrix [ } and the values attained there are the

Gz + Gyy + \/(gx.r - gyy)2 + 499253/
Ay = 5

a7

For the calculation of the maximal/minimal rates of change,
(17) implies the prior estimation of the local gradients within
the expressions of g;;, where ¢, j € x,y. For such purpose, di-
rectional operators (referred to as convolution kernels as well)
are defined for each one of six preselected directions within the
local motion vector neighborhood: horizontal, vertical, diago-
nals 45°, 135°, 30°, and 120°, in a manner similar to the one
presented in [21], which targets edge detection in color images.
Such preselection is deemed necessary since no a priori knowl-
edge exists on which direction the local motion field attains the
best smoothness properties. For each direction type, due to the
vector-valued case, there is more than one rate of change since
the minimal rate of change is not 0 [20]. The selection of the
“edge-sensing” masks was done bearing in mind the particulars
of the lost motion information problem (e.g., missing horizontal
neighboring motion vectors). The masks are shown in Table 1.
The local motion field neighborhood employed for gradient es-
timation (where the directional operators are applied) is of size
3 x 3. The goal is to locate that direction toward which the local
motion field neighborhood presents the best smoothness prop-
erties. Thus, for every gradient direction type, a minimum and
a maximum rate of change, )\+(i) and /\_(i), 1=1,...,VI,are
estimated by (17), based on the already undertaken approaches
of [20], [21] for vector-valued cases. For single-valued cases,
the minimum rate of change is O and only the maximum rate
of change is applicable. The differences A4, — A_ ) present
an appropriate criterion for detecting transitions in the local mo-
tion field, as already stated in [20], since a large difference value
means that an irregular motion region exists in this position (the
change in motion is significant toward every direction), while a
small value means that we are in a smooth motion region (the
change in motion is similar toward all directions). Our aim is to
locate such smoothness properties, if existent within the local
neighborhood, and perform interpolation toward that direction
(the respective rational weight will be of large value in this
case, as it will be later shown). For such purpose, such differ-
ences have been chosen to control the estimation of the rational
weights in the motion vector rational interpolation approach.
Specifically, candidate motion vector estimates are defined for
every direction type as the average of those neighboring motion
vectors employed by the respective mask (nonzero elements).

o+ N-—-1
Vopt = arg min

=1,...,

r=x(

> (el@+dzi,yo+dy) = fol@,yo — 1))+ (fr(x + dwi,yo + N — 1+ dyi) — fe(z, 90+ N))* (13)
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TABLE 1
DIRECTIONAL OPERATORS USED TO ESTIMATE GRADIENT VALUES IN
DIFFERENT DIRECTIONS

Mask for 2

Mask for ==

Direction Type 5y

I (horizontal)

—
| o —
—
| o —
i
|
HO»—A
—

0 1 0

IT (vertical) none 0 0 0
L0 —-1 0 |
10 0 [1 0 0 ]

III (diagonal, 135°) 0 0 0 0 0
00 -1 L0 0 -1 |
0 01 [0 0 1]

IV (diagonal, 45°) 0 00 0 00
-1.0 0 | -1 0 0 |

-1 1 0 1 1 0

V (diagonal, 120°) 0 0 0 0 0 0
0 1 -1 0 -1 -1

VI (diagonal, 30°)

For example, for type II, the candidate motion vector estimate
V(1) is given by v(;;y = (b + e)/2. In the case of motion
uniformity among neighbors, their average presents a good es-
timate for the lost motion vector. The motion vector estimate in
this case is calculated by

VI
2 WV
==y (18)
2wy
i=1I
where the rational weights w;) are estimated by
: (19)

W)y = .
D7 T+ kO, —A2)

D. Incorporation of Bilinear Interpolation Principles

Motivated by the approach of [12], the MVRI EC has been
extended to include bilinear interpolation principles in order to
further exploit spatial correlations. The neighborhood employed
in the motion vector rational-bilinear interpolation approach is
shown in Fig. 3. The only difference with the neighborhood of
Fig. 1 is that a finer interpolation grid is defined according to
which one motion vector per 4 x 4 block inside the lost 16 x 16
MPEG-2 MB is estimated. Thus, 16 motion vectors v;;, instead
of 1, are derived per lost MB. Consequently, the final motion
estimate v is a 4 x 4 matrix v = [v;;], i, = 1,...,4. The
estimation scheme, a combination of vector rational and bilinear
interpolation, involves the computation of each v;;

Z wuw(wijuu + wz]ww)
_ (uw)es

Vi =
Y Y. Waw(Wiju + Wijw)
(u,w)es

(20)
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f e e e e d
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Fig. 3. Graphical presentation of the motion field estimation basis in the
MVRI-BMFI method.

where S = {(a,d),(b,e),(c,f)}. Equation (20) is an ex-
tension of the 2d vector rational interpolation case, presented
previously. wyy are the rational interpolation weights eval-
vated by (8), which are calculated only once per lost MB,
since they are independent of spatial locations. w;;,, represent
weights based on spatial locations. For each v;;, a2 x 3 matrix
Wi; = [wiju], u € {a,...,f}, is defined that contains the
spatial location weights. The structure of W;; is proportional to
the spatial localization of v;; with respect to the motion vector
neighborhood in Fig. 3. Obviously, 16 such matrices, one per
v;j, have to be calculated. They are defined as spatial location
look-up tables, because they need to be estimated only once,
due to the identical spatial structure of each v;; inside the mo-
tion vector neighborhood for dinstinct lost MBs. This results in
computational savings. The spatial weight calculation is done
in an identical manner as in bilinear interpolation. Distances
from the estimated motion vector to its neighbor estimator are
measured in the motion vector coordinate system (see Fig. 3).
These are converted to integers for faster computations and
less memory requirements. To help the reader understand the
estimation process of W;;, we present an example of how Wyy
is estimated, as follows:

SIS
SIS
(SIS

13 15 12] 1
_%[2 10 4]_%%4'

2D
When an array term is derived from the multiplication of two
individual terms, the first one corresponds to the horizontal spa-
tial distance from the existing neighboring motion vector sub-
tracted from 1 and the second one to the vertical such distance
subtracted from 1.

This interpolation scheme attempts to estimate lost motion
information in such a way that motion smoothness is attained
in smooth motion areas (linear operation performs best in such
a case), whereas irregular motion of adjacent blocks does not
result in high estimation errors (spatial correlations perform
well in such cases). Thus, the method attains good motion field
characteristics: motion smoothness and motion discontinuity, as
long as adjacent motion data is sufficient for correct estimation.
Again, intra-coded neighbors are simply considered as having
zero valued motion vectors and no coding mode information of
adjacent blocks is actually exploited in the estimation process.

3
=
Il
| — |
SN
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TABLE 1I
CORRESPONDENCE OF ABBREVIATIONS AND INTRODUCED CONCEALMENT METHODS. MVRI ALWAYS STANDS FOR
MOTION VECTOR RATIONAL INTERPOLATION AND EC FOR ERROR CONCEALMENT

Abbreviation Explanation
MVRI-1 - D EC 2-stage 1 — D MVRI
MVRI-2 - D EC 2 - D MVRI

MVRI-Combined EC

2-stage Combined 1

D and 2 - D MVRI

MVRI-2 - D-All EC

2 — D of all Directions MVRI

MVRI-BM EC

MVRI with boundary matching error minimization

MVRI-RoC EC

MVRI that interpolates in the direction of minimum change

MVRI-BMFI EC

MVRI with bilinear interpolation principles

MVRI-CodM EC

MVRI exploiting available coding mode information

E. Exploitation of Available Coding Mode Information

This scheme additionally exploits available neighboring
coding mode information in order to consider solely the
inter-coded neighbors in the motion vector rational interpola-
tion approach. Thus, estimation errors due to the intra-coding of
neighboring blocks are avoided. The final estimate is evaluated
by

Waw (U + W)
u,wé{a,b,c,d,e,f},u#w

2 >

u,wée{a,b,c,d,e,f},uzw

(22)

w'llW

additionally constraining u, w to be the motion vectors of inter-
coded neighbors. After the latter have been singled out based
on coding mode information, all possible pairs (u, w) are con-
structed and employed in (22). The additional use of coding
mode information proves to enhance the estimation accuracy.

IV. SIMULATION RESULTS

In order to evaluate the performance of the motion vector ra-
tional interpolation methods for EC, three different CCIR 601
sequences at 4:2:0 chroma sampling format have been used,
namely the Flower Garden (125 frames), the Mobile & Calendar
(40 frames), and the Football (50 frames) sequences. These se-
quences differ in the type of observed motion, as well as content.
The first one is characterized by large uniform global motion
(moving camera), the second one by medium-valued nonuni-
form motion (three objects moving differently), while the last
one is characterized by highly irregular motion in many direc-
tions. They have been coded at 5 Mbps at 25 fps (PAL) using
slice sizes equal to an entire row of MBs and setting the number
of frames in a group of pictures (GOP) equal to 12 and the
number of frames between successive I- and P-frames or P- and
P-frames equal to 3. Layered coding is not employed and mo-
tion compensation is performed on a MB basis during encoding
(one motion vector per 16 X 16 block for the luminance compo-
nent). MPEG-2 transport packets are considered, which are 188
bytes long composed by 4 bytes of header information and 184
bytes of payload. A PER value of 2% has been considered. Er-
rors may result from either isolated bit errors or packet loss. The
error locations are assumed known and it is assumed that, once
an error is detected, all packets are discarded until the decoder
is able to resynchronize. In order to help the reader quickly un-
derstand the abbreviations used in the sequel for the methods
introduced in this paper, Table II is presented.

TABLE III
AVERAGE PSNR VALUES MEASURED ON THE THREE TEST SEQUENCES (Y
COMPONENT) AFTER THEIR CONCEALMENT BY THE METHODS UNDER
STUDY FOR A PER VALUE EQUAL TO 2%

EC Method Flower | Mobile | Football
Error Free 29.75 35.50 32.40
ZM EC 24.10 31.12 26.96
MC-AV EC 26.48 33.13 27.88
MC-VM EC 26.65 33.59 27.92
BMA EC 26.33 33.61 28.10
MVE-BO EC 25.87 32.63 28.14
F-B BM EC 27.74 | 33.85 28.40
BMFI EC 26.06 32.90 27.63
Comb BMFI EC 26.49 33.57 28.22
MVRI-1 - D EC 27.22 33.55 28.06
MVRI-2 - D EC 27.31 33.85 28.02
MVRI-Combined EC | 27.28 33.82 28.02
MVRI-2 — D-All EC 27.24 33.79 28.01
MVRI-BM EC 27.26 | 33.89 28.12
MVRI-RoC EC 27.29 33.84 28.03
MVRI-BMFI EC 27.32 33.84 28.03
MVRI-CodM EC 27.72 | 34.00 28.41
Erroneous 13.88 | 20.14 17.52

Objective performance evaluation of the presented conceal-
ment method is based on average PSNR values, whereas sub-
jective evaluation is achieved by observing the visual quality of
the concealed sequence. In order to assess the performance of
the various motion field estimation processes, the Motion Field
Estimation Error [MFE(t)] is used

MFE(t) = —

by X by
b
>

bf‘/
z=1y=1,CM (z,y)€{F,B,D}

>

IMF est (2, y: t) = MFo (z, 5 1)

(23)

In (23), b, x b, represents the total number of block motion
vectors in a frame. C' M (x,y) represents the original coding
mode of the considered MB, which should actually indicate to
an inter-coded MB, i.e., forward predicted (F), backward pre-
dicted (B), or bi-directionally predicted (D) (original motion in-
formation available in this case). MF,,,.(z, y; t) is the original
motion field of the current frame ¢, whereas MF .. (x, y; t) is
the estimated one. Finally, since fast concealment is a require-
ment for real-time decoding capabilities, the execution time for
each of the concealment methods under study is measured.
Table III illustrates the average PSNR values for the lumi-
nance component evaluated on the concealed test sequences by
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Fig. 4. Frame 25 of the Flower Garden sequence: (a) without errors, (b) with
errors, PER = 2%, concealed by: (c) MC-VM EC, (d) BMA EC, (e) combined
BMFI EC, and (f) MVRI-CodM EC.

using all the motion field estimation EC methods under study. It
can be seen that, in almost all cases, the motion vector rational
interpolation EC schemes as well as the F-B BM EC method at-
tain the best result. The one that distinguishes itself, with respect
to PSNR values, among the motion vector rational interpolation
approaches is the MVRI-CodM EC method. Its performance is
attributed to the fact that this method additionally exploits avail-
able neighboring coding mode information, which proves not
to be redundant but rather of significance. Their rather satisfac-
tory performance, compared with that of the other motion esti-
mation EC methods under study, can be further established by
observing the achieved visual quality of the concealed test se-
quences. In Figs. 4-6, certain frames of the concealed test se-
quences Flower Garden, Mobile & Calendar, and Football, re-
spectively, are shown. The methods used for concealment are
the MC-VM EC, the BMA EC, the Combined BMFI EC and
the MVRI-CodM EC, which lead to the best results with re-
spect to PSNR values shown in Table III. The conclusion is
that the motion vector rational interpolation EC schemes lead
to satisfactory concealment for cases of medium PER values
and achieve smooth concealment, edge and line reconstruction,
even in strong motion or irregular motion areas, provided that
the neighboring motion information is adequate for the estima-
tion of the lost data. In regions of strong or irregular motion,
many of the other state-of-the-art temporal EC methods lead to
observable frame content shifts.

Table IV illustrates the temporal MFE average values evalu-
ated on the estimated motion fields of predictively coded frames
and only for the predictively coded MBs. It is easily observed
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(e) (1)
Fig. 5. Frame 26 of the Mobile & Calendar sequence: (a) without errors,
(b) with errors, PER = 2%, concealed by: (c) MC-VM EC, (d) BMA EC,
(e) combined BMFI EC, and (f) MVRI-CodM EC.

Fig. 6. Frame 25 of the Football sequence: (a) without errors, (b) with errors,
PER = 2%, concealed by: (c) MC-VM EC, (d) BMA EC, (e) combined BMFI
EC, and (f) MVRI-CodM EC.

that the MVRI EC methods, especially the one exploiting avail-
able coding mode information, lead to small error values, a fact
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TABLE IV
AVERAGE MFE VALUES MEASURED ON THE ESTIMATED MOTION FIELDS OF
THE PREDICTIVELY CODED FRAMES OF THE THREE TEST SEQUENCES

EC Method Flower | Mobile | Football
ZM EC 8.87 2.73 8.51
MC-AV EC 3.48 2.27 6.82
MC-VM EC 3.36 2.20 6.67
BMA EC 3.56 2.32 6.32
MVE-BO EC 3.92 2.56 6.27
BMFI EC 3.61 2.37 6.99
MVRI-1 - D EC 2.89 1.95 6.12
MVRI-2 - D EC 2.88 1.96 6.09
MVRI-Combined EC 2.91 1.94 6.11
MVRI-2 — D-All EC 2.92 1.97 6.13
MVRI-RoC EC 2.86 1.88 6.00
MVRI-BMFI EC 2.87 1.86 6.02
MVRI-CodM EC 2.67 1.67 5.97
Erroneous 8.87 2.73 8.51

Frame & Eronecus Backward Moton Fed

() @

Fig. 7. Backward motion field of frame 8 (B-frame) of the Flower Garden
sequence: (a) without errors, (b) with errors, PER = 2%, estimated by: (c)
MC-VM EC and (d) MVRI-CodM EC.

that justifies their remarkable property of being able to nonlin-
early adapt their behavior with respect to local motion informa-
tion and further establishes the observation that coding mode
information is rather significant for EC purposes. In order to
visually comprehend the performance of the motion field esti-
mation methods, Fig. 7 shows the original, the erroneous, and
the estimated motion fields produced by the MC-VM EC and
MVRI-CodM EC methods. The erroneous or estimated part is
included in a drawn rectangular with dashed lines. The observa-
tion of the estimated motion fields leads to the conclusion that
the MVRI EC methods manage to retain the two characteris-
tics of motion fields: motion uniformity in uniformly moving
regions and motion discontinuity in irregularly moving regions,
provided that the available neighboring motion information is
adequate for estimating lost motion information.

Since real-time implementation capabilities are of great im-
portance in order to allow decoding and concealment in real-
time and in parallel, e.g., in digital TV signal transmission and
reception, the processing time requirements of the presented EC

TABLE V
EXECUTION TIMES IN SECONDS, REQUIRED FOR MOTION FIELD ESTIMATION
BY THE EC METHODS UNDER STUDY, FOR ENTIRE SEQUENCE CONCEALMENT

EC Method Flower | Mobile | Football
7ZM EC 0.13 0.04 0.05
MC-AV EC 2.01 0.61 0.76
MC-VM EC 2.03 0.62 0.77
BMA EC 3.15 0.96 1.19
MVE-BO EC 108.88 | 30.89 39.79
F-B BM EC 806.77 | 492.89 | 572.82
BMFI EC 1.81 0.53 0.68
Comb BMFI 4.96 1.49 1.87
MVRI-2 - D EC 1.36 0.42 0.53
MVRI-2 — D-All EC 1.37 0.42 0.54
MVRI-BM EC 1.23 0.38 0.48
MVRI-RoC EC 1.47 0.45 0.58
MVRI-BMFI EC 1.94 0.60 0.76
MVRI-CodM EC 2.20 0.70 0.86

methods are also examined. Execution time evaluation has been
carried on a SGI Workstation R4400 at 200 MHz with 64-MB
RAM. The results are tabulated in Table V. It is seen that the
MVRI EC methods are rather fast, combining good performance
and fast implementation, compared with other motion estima-
tion EC methods under study. The MVE-BO EC and F-B BM
EC methods present the slowest solutions due to the search they
perform to re-estimate lost motion information.

Finally, performance comparison among the different pre-
sented motion vector rational interpolation EC schemes follows
aiming at clarifying which may actually be used under certain
conditions. By observing all tables with PSNR, MFE, and ex-
ecution time values and having visually compared many con-
cealed frames by each one of the presented methods, we are led
to the following remarks.

e The MVRI method that further exploits coding mode in-
formation achieves the best results with respect to PSNR
and MFE values with only a small increase in the required
computational time which still is low compared to the one
required by state-of-the-art concealment methods.

* The second best proves to be the one interpolating in the
direction of minimum change along with the one further
using bilinear interpolation aspects, the latter being only
slightly slower than the former.

e The MVRI method that also uses coding mode informa-
tion leads to enhanced visual quality of the concealed
frames.

* The above performances are almost similarly monitored
for all test sequences considered.

Based on the above remarks, one could concluded that the best
option among the MVRI methods to be used is the one ex-
ploiting coding mode information. However, when time con-
straints are rather demanding and since the performance of the
other MVRI methods is not far behind, faster MVRI methods
could be used.

V. CONCLUSIONS

Motion field estimation by motion vector rational interpola-
tion has been investigated for EC purposes. A number of such
interpolation schemes have been introduced. Motion vector
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rational interpolation achieves to capture neighboring motion
smoothness or irregularities and adapt its behavior with respect
to the available information. It is proven that all MVRI schemes
perform satisfactorily and are remarkably fast compared with
other motion field estimation EC methods under study. The
MVRI EC scheme that has the best interpolation performance
additionally uses available adjacent coding mode information.
The presented methods are able to deal with cases of low to
medium PER values.

Another possible application of motion vector rational in-
terpolation, apart from EC, could be the smoothing of motion
fields, evaluated, e.g., by block matching approaches which are
known to lead to many estimation errors, and their improved
conversion from coarser to finer ones.
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