
1A novel method for automatic face segmentation,facial feature extraction and trackingKarin Sobottka Ioannis PitasDepartment of InformaticsUniversity of Thessaloniki 540 06, GreeceE-mail: fsobottka, pitasg@zeus.csd.auth.grAbstractThe present paper describes a novel method for the segmentation of faces, extractionof facial features and tracking of the face contour and features over time. Robust seg-mentation of faces out of complex scenes is done based on color and shape information.Additionally, face candidates are veri�ed by searching for facial features in the interiorof the face. As interesting facial features we employ eyebrows, eyes, nostrils, mouth andchin. We consider incomplete feature constellations as well. If a face and its features aredetected once reliably, we track the face contour and the features over time. Face con-tour tracking is done by using deformable models like snakes. Facial feature tracking isperformed by block matching. The success of our approach was veri�ed by evaluating 38di�erent color image sequences, containing features as beard, glasses and changing facialexpressions.1 IntroductionUp to now, increasing activity can be observed for the research topic of machine face recognition.It has a wide range of applications, e.g. model-based video coding, security systems, mug shotmatching. However, due to variations in illumination, background, visual angle and facialexpressions, robust face recognition is di�cult. An excellent survey on human and machine



Published in Signal Processing: Image Communication, Vol. 12, No. 3, pp. 263-281, 1998 2recognition of faces is given in [4]. Also [2] and [13] gives a very good overview about existingapproaches and techniques.In general, the procedure of machine face recognition can be described as follows (Figure1): Still images or an image sequence and a database of faces are available as input. In a�rst step, facial regions are segmented. Then facial features are extracted. Afterwards anidenti�cation is done by matching the extracted features with features of the database. Asresult an identi�cation of one or more persons is obtained. Obviously, the order of the �rst
extraction of features

segmentation of faces

identification

still image/image sequence

identification of one or more persons

database of faces

Figure 1: Procedure of machine face recognitiontwo steps can be interchanged. For example in [3], facial features are extracted �rst. Thenconstellations are formed from the pool of candidate feature locations and the most face-likeconstellation is determined. Also in [11] an approach is presented which derives locations ofwhole faces from facial parts.The present paper deals with the �rst two steps of the face recognition problem. First, wesegment face candidates by using color and shape information. Then we extract facial featuresby evaluating the topographic greylevel relief. Further, we propose an approach for trackingthe face contour and facial features over time in image sequences. By using snakes a robusttracking of the face contour can be performed. Facial feature tracking is done by searching forcorresponding feature blocks in consecutive frames.



Published in Signal Processing: Image Communication, Vol. 12, No. 3, pp. 263-281, 1998 3As described in [1], this approach is integrated in a multi-modal system for person veri�ca-tion using speech and image information.2 Face detectionSeveral approaches have been published so far for the detection of facial regions and facialfeatures using texture, depth, shape, color information or combinations of them. For example,in [7], the extraction of facial regions from complex background is done based on color andtexture information. The input images are �rst enhanced by using color information, thentextural features are derived by SGLD matrices and facial parts are detected based on a texturalmodel for faces. On the basis of facial depth information, primary facial features are localized in[10]. In the �rst step pairs of stereo images containing frontal views are sampled from the inputvideo sequence. Then point correspondences over a large disparity range are determined usinga multiresolution hierarchical matching algorithm. Finally nose, eyes and mouth are locatedbased on depth information. In [8] face localization is done by using shape information. Anellipse is chosen as model for the facial shape and candidates for the head outline are determinedbased on edge information. In order to extract facial features, �rst the input image is segmentedusing color characteristics, then feature points are detected and in the last step the di�erentfacial features are approximated by polynomials [16].Most of the published approaches to face localization and facial feature extraction su�ereither from their highly computational expenses or seem to lack robustness. Often, edge infor-mation is used for facial feature extraction although facial features are not separated from thebackground by strong edges.In this framework, we present an approach for face localization using color and shape in-formation [22]. This combination of features allows a very robust face detection, because faces



Published in Signal Processing: Image Communication, Vol. 12, No. 3, pp. 263-281, 1998 4can be characterized very well by their skin color and oval shape. Facial feature extraction isdone using greylevel information inside the facial regions. Based on the observation that manyimportant facial features di�er from the rest of the face because of their low brightness, we �rstenhance dark regions by applying morphological operations. Then facial features are extractedby the analysis of minima and maxima.2.1 Segmentation of face-like regionsA robust segmentation of face-like regions can be done by evaluating color and shape informa-tion. In a �rst step, skin-colored regions are detected and then face candidates are selectedby verifying the shape information of the skin-colored regions. The e�ectiveness of using colorinformation was also shown in [7], [25] and [12].2.1.1 Color segmentationIn our approach we �rst locate skin-like regions by performing color segmentation. As in-teresting color space we consider the Hue-Saturation-Value (HSV) color space, because it iscompatible to the human color perception. Alternatively, similar color spaces (e.g. HSI, HLS)can be used as well. The HSV color space has a hexcone shape as illustrated in Figure 2a. Hue(H) is represented as angle. The purity of colors is de�ned by the saturation (S), which variesfrom 0 to 1. The darkness of a color is speci�ed by the value component (V), which varies alsofrom 0 (root) to 1 (top level).It is su�cient to consider hue and saturation as discriminating color information for thesegmentation of skin-like regions. The hue and saturation domains, which describe the humanskin color, can be de�ned or estimated a priori and used subsequently as reference for anyskin color. After extensive experimentation in a large number of images, we have chosen theseparameters as follows: Smin = 0:23, Smax = 0:68, Hmin = 00 and Hmax = 500. This is equivalent
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(a) (b)Figure 2: (a) Hue-Saturation-Value color space (HSV) and (b) skin color segmentation in HSspace.to a sector of the hexagon (as it is shown in Figure 2b). Tests on our image database showthat these parameters are appropriate to segment the white skin as well as the yellow skin ofhuman beings. How far a segmentation of black skin is possible with these parameters, isn'ttested yet. Examples of such a color segmentation are shown in Figure 3a,b.2.1.2 Evaluation of shape informationThe oval shape of a face can be approximated by an ellipse. Therefore, face detection in animage can be performed by detecting objects with elliptical shape. This can be done based onedges [8] or, as we will show here, based on regions. The advantage of considering regions isthat they are more robust against noise and changes in illumination. In a �rst step, we �ndthe connected components. Then, we check for each connected component, whether its shapeis nearly elliptical or not.We �nd the connected components by applying a region growing algorithm at a coarse
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(a) (b)Figure 3: Color segmentation: (a) original and (b) segmented images.resolution of the segmented image. For the images shown in Figure 3b, we obtain the resultsshown in Figure 5a. Then, for each connected component C with a given minimum size, thebest-�t ellipse E is computed on the basis of moments [14]. An ellipse is exactly de�ned by itscenter (x; y), its orientation � and the length a and b of its minor and major axis (Figure 4a).The center (x; y) of the ellipse is given by the center of gravity of the connected component.The orientation � of the ellipse can be computed by determining the least moment of inertia:� = 12 � arctan 2�1;1�2;0 � �0;2! (1)where �i;j denotes the central moments of the connected component. The length of majorand minor axis of the best-�t ellipse can also be computed by evaluating the moments ofinertia. If Imin, Imax are the least and greatest moment of inertia, respectively, of an ellipse



Published in Signal Processing: Image Communication, Vol. 12, No. 3, pp. 263-281, 1998 7with orientation �: Imin = X(x;y)2C[(x� x)cos� � (y � y)sin�]2 (2)Imax = X(x;y)2C[(x� x)sin� � (y � y)cos�]2 (3)the length a of the major axis and the length b of the minor axis are given by:a = �4��1=4 "(Imax)3Imin #1=8 b = �4��1=4 " (Imin)3Imax #1=8 (4)On the basis of the already computed elliptical parameters, a reduction of the number ofpotential face candidates is possible. This is done by applying to each ellipse decision criteriaconcerning its orientation and the relationship between major and minor axis. For examplewe assume that the orientation has to be in the interval of [�450;+450]. For the remainingcandidates we assess how well the connected component is approximated by its best-�t ellipse.For that purpose the following measure V is evaluated:V = P(x;y)2E(1� b(x; y)) +P(x;y)2CnE b(x; y)P(x;y)2E 1 (5)with b(x; y) = 8>>><>>>: 1 if (x; y) 2 C0 otherwise :V determines the distance between the connected component and the best-�t ellipse by countingthe "holes" inside of the ellipse and the points of the connected component that are outsidethe ellipse (Figure 4b).The ratio of the number of false points to the number of points of the interior of the ellipseis calculated. Based on a threshold on this ratio, ellipses that are good approximations ofconnected components are selected and considered as face candidates. For the two images ofFig. 5a we obtain the results shown in Fig. 5b.Subsequently the determined face candidates are veri�ed by searching for facial featuresinside of the connected components.
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(a) (b)Figure 5: Evaluation of shape information: (a) connected components, (b) best-�t ellipses.2.2 Facial feature extractionOur approach to facial features extraction is based on the observation that, in intensity images,eyebrows, eyes, nostrils, mouth and chin di�er from the rest of the face because of their low



Published in Signal Processing: Image Communication, Vol. 12, No. 3, pp. 263-281, 1998 9brightness. For example, in the case of the eyes, this is due to the color of the pupils and thesunken eye-sockets. Even if the eyes are closed, the darkness of the eye sockets is su�cient foreye extraction. Therefore, in the following, we shall employ the intensity information in theinterior of the connected components (Figure 6a).2.2.1 Enhancement of facial featuresIn a preprocessing step, we enhance dark regions in the interior of the connected componentsby using morphological operations. First, we apply a greyscale erosion [20]. Then we improvethe contrast of the connected component by the following extremum sharpening operation [17]:g(x; y) = 8>>><>>>: min if f(x; y)�min < max� f(x; y)max otherwise (6)Here min and max denotes the minimum and maximum value in the neighbourhood of f(x; y).We choose the 5�3 rectangle as neighbourhood. Results of this preprocessing step are illustratedin Figure 6b.All facial features and parts of the hair are emphasized.2.2.2 Face modelIn our approach, a face can be described by a constellation of minima and maxima of thetopographic greylevel relief. Because of the similarity of some of the facial features in theirappearance, we subdivide the facial features in three groups. The �rst group contains eyes andeyebrows, the second group describes the nostrils and the third group characterizes mouth andchin. For each group of facial features a description is de�ned based on minima and maxima andrelative head position (Table 1). For example, candidates for group 1 consist of two signi�cantminima, which are located in the upper or middle part of the head. Between the minima thereis a signi�cant maximum and the ratio of distance between the minima to head width is in
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(a) (b)Figure 6: Enhancement of facial features: (a) face candidates with intensity information and(b) enhanced face candidates.a certain prede�ned range. Based on this rough description of facial feature groups, a faceconstellation can be de�ned as follows:Face constellation = [cand1]�[cand2][cand3]� (7)where candi denotes candidates for group i, i = 1; ::3. Equation (7) de�nes that a face con-stellation may consist of a sequence of candidates for group 1, one candidate for group 2 and asequence of candidates for group 3 (the star in (7) denotes a sequence of candidates). By con-sidering each part of the face constellation as optional, the face model takes into considerationpossible incomplete face constellations. The maximal number of candidates for group 1 andgroup 3 is limited to two, due to the �xed number of facial features inside of a human face.



Published in Signal Processing: Image Communication, Vol. 12, No. 3, pp. 263-281, 1998 11group 1: eyebrows, eyes group 2: nostrils group 3: mouth, chintwo signi�cant minima two signi�cant minima two signi�cant maximaupper/middle part of head middle part of head middle/lower part of headsigni�cant maximum be-tween minima signi�cant maximum be-tween minima signi�cant minimumbetween maximaratio of distance betweenminima to head width is incertain range small distance betweenminima ratio of distance betweenmaxima to head width is incertain rangesimilar greylevels Table 1: Description of facial feature groups2.2.3 Extraction of facial feature candidatesAs described in the previous section, we consider three groups of candidates for facial features.Candidates for each of the groups are determined by searching for minima and maxima in thetopographic greylevel relief. This can be done by using watersheds ([21],[23]), or as we willshow here, by directly evaluating the x- and y-projections of the greylevel relief. Since all facialfeatures are horizontally oriented, a normalization of the orientation of the face candidate isnecessary. To obtain this normalization, a rotation of the interior of the connected componentis done. The rotation angle is assumed to be equal to the orientation � of the best-�t ellipse ofthe connected component. The coordinate transformation is de�ned by:0BBB@ xryr 1CCCA = 0BBB@ cos� sin��sin� cos� 1CCCA0BBB@ xy 1CCCA (8)Hereby xr and yr denote the rotated coordinates of x and y.After normalization, we compute the y-projection of the topographic greylevel relief. This is



Published in Signal Processing: Image Communication, Vol. 12, No. 3, pp. 263-281, 1998 12done by determining the mean greylevel of every row of the connected component. We smooththe y-relief by an average �lter of width 3, in order to get rid of small variations in the y-relief.Typical examples of y-reliefs are illustrated in Figure 7. In Figure 7a signi�cant minima can beseen for hair, eyes, nose, mouth and chin. The y-relief in Figure 7b contains minima for hair,eyebrows, eyes, nose, mouth and chin.
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(a) (b)Figure 7: Examples for y-reliefsSigni�cant minima are determined in the y-relief by checking the gradients of each minimumto its neighbour maxima. Each signi�cant minima is considered as possible vertical positionfor facial features. Therefore, more detailled information is computed along the horizontaldirection. Thus, beginning with the uppermost minima in y-direction (leftmost minima inFigure 7), we determine x-reliefs by averaging the greylevels of 3 neighbour rows of everycolumn. Afterwards the resulting x-reliefs are smoothed in x-direction by an average �lter ofwidth 3 and minima and maxima are determined. As a result, we obtain for each face candidateone smoothed y-relief with an attached list of its minima and maxima and, for each signi�cantminima of the y-relief, smoothed x-reliefs with attached lists of their minima and maxima.By searching through the lists of minima and maxima, candidates of the three facial feature



Published in Signal Processing: Image Communication, Vol. 12, No. 3, pp. 263-281, 1998 13groups are determined. A candidate for group 1 is found, if two signi�cant minima in x-directionare detected that meet the requirements of group 1, concerning relative position inside of head,signi�cance of maximum between minima, ratio of distance between minima to head width andsimilarity of greylevel values (see Table 1). An example of a x-relief containing a candidate forgroup 1 is shown in Figure 8a.
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(a) (b) (c)Figure 8: Examples for x-reliefs containing a (a) group 1, (b) group 2 and (c) group 3 candidate.The assessment of how well a pair of minima meets the requirements, is done on the basisof fuzzy set theory. Thus, we de�ne a membership function for each of the requirements. Forexample the membership function for the assessment of the ratio of distance between minimato head width is shown in Figure 9.
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P4P3P2Figure 9: Assessment function for the ratio of distance between minima to head width.The parameters P1, P2, P3 and P4 are de�ned in dependence on the width of the connected



Published in Signal Processing: Image Communication, Vol. 12, No. 3, pp. 263-281, 1998 14component that is assumed to correspond to the width of the head. The certainty factor (CF)has the value 1.0, if the measured ratio r is in the range P2 < r < P3. If P1 < r < P2 orP3 < r < P4 holds, the requirement is only partially ful�lled and 0:0 < CF < 1:0. OtherwiseCF = 0:0. On the basis of these assessments, candidates for group 1 are selected. They haveto meet a minimum assessment for each criterion as well as a minimum assessment for theweighted sum of all assessments.After candidates are determined, we cluster them according to their left and right minimumx-coordinates. This is done to group similar candidates into cluster. Outliers that meet therequirements of Table 1 are eliminated subsequently by considering the symmetry and distancesbetween facial feature candidates.Clustering is done using the unsupervised Min-Max-algorithm for clustering [9]. Startingwith one pair of minima or maxima as �rst cluster center, distances to all other candidates arecomputed. The candidate with maximum distance is chosen as the second center. Then, thefollowing iterative procedure starts: For each candidate all distances to all cluster centers arecomputed and an attachment to the cluster with minimum distance is done. The candidatewith maximum distance to its attached cluster is chosen as new cluster center. The iterativeprocess stops, when the maximum distance is smaller than half of the mean distance betweencluster centers. As result we obtain a set of cluster centers. Each of them is a pair, consistingof the left and right center for minima or maxima.By this step, we reduce the number of candidates signi�cantly and obtain representativecandidates for group 1. Examples of such candidates, represented by crosses, are illustrated inFigure 10a.The search for candidates for group 2 also starts at the �rst minima of the y-relief. Candi-dates are found, if two minima are detected that full�ll the requirements of group 2, concerningthe relative position inside of head, signi�cance of maximum between them and distance be-



Published in Signal Processing: Image Communication, Vol. 12, No. 3, pp. 263-281, 1998 15tween minima (see Table 1). An example of a x-relief containing a candidate for group 2 isillustrated in Figure 8b. In analogy to the search for candidates for group 1, every pair ofminima is assessed and an unsupervised clustering algorithm is applied to reduce the numberof candidates. Examples of selected candidates for group 2, represented by small squares, areshown in Figure 10b.
(a) (b) (c)Figure 10: Extracted candidates for (a) group 1, (b) group 2 and (c) group 3In order to determine candidates for group 3, a full search through all determined x-reliefsis done as well. Group 3 candidates are found by looking for two signi�cant maxima that formthe borders of the mouth or chin and meet the requirements of group 3, concerning relativeposition inside of head, signi�cance of minimum between them and ratio of distance betweenmaxima to head width (see Table 1). An example of a x-relief containing a candidate for group3 is shown in Figure 8c. In analogy to the search for group 1 candidates, every pair of maximais assessed and an unsupervised cluster algorithm is applied to select representative candidates.Examples of such candidates, represented by horizontal line segments, are shown in Figure 10c.



Published in Signal Processing: Image Communication, Vol. 12, No. 3, pp. 263-281, 1998 162.2.4 Selection of the best constellationAfter candidates for group 1, group 2 and group 3 are detected, the best constellation of facialfeatures is determined. For that we build all possible face constellations and assess each of thembased on the vertical symmetry of the constellation, the distances between facial features andthe assessment of each facial feature candidate. Incomplete face constellations are taken intoconsideration by allowing void facial feature positions. In order to enforce that more completeface constellations are preferred against less complete face constellations, the assessment of aface constellation is multiplied by a weighting factor, which depends on the number of facialfeatures belonging to the face constellation. According to the assessment of the constellations,the constellations are ranked and the best constellation is chosen.Results of the detection of facial features for the two example scenes are shown in Fig. 11.Eyebrows are represented by two short horizontal line segment, eyes by crosses, nostrils bysmall squares, the mouth by a horizontal line segment and the chin by an elongated rectangle.
(a) (b)Figure 11: Results of facial feature extractionThe facial features are well localized in both examples. In Figure 11a no eyebrows aredetected because hair covers the forehead.



Published in Signal Processing: Image Communication, Vol. 12, No. 3, pp. 263-281, 1998 172.3 Evaluation of resultsTo assess the robustness of our approach, we applied our method to the European ACTSproject M2VTS database. The database includes 37 di�erent faces containing features likebeard, glasses and di�erent facial expressions.For the segmentation of faces we obtain the results shown in Table 2. The segmentationfails only in one case, in which the correct face candidate is detected. However, due to hairsegmentation, it doesn't full�ll the elliptical shape criterion and thus, it is rejected. In the casethat a face candidate is detected, it is in all cases detected correctly.detected correctly falsely[%] [%] [%]face 97 100 0Table 2: Detection rates for the segmentation of facesThe results of evaluating the facial feature detection are illustrated in Table 3. Eyebrowsare detected in 81% of all cases. Out of this 81%, they are detected correctly in 83%. The eyesare extracted in 94% of the test images and in 74% of them correctly. Nostrils are detectedin 94% of the test images and in 97% of them correctly. The mouth is detected in 92% of theframes and in 97% correctly. The chin is extracted in 86% of all cases and in 97% correctly.These results are rather satisfactory. Detection errors for eyebrows and eyes tend to correlatewith each other.Results for face segmentation and facial feature extraction are shown in Figure 12 and13. The faces illustrated in Figure 12 are segmented correctly and facial features are locatedcorrectly.Examples for partially false extracted face constellations are shown in Figure 13. For ex-



Published in Signal Processing: Image Communication, Vol. 12, No. 3, pp. 263-281, 1998 18features detected correctly falsely[%] [%] [%]eyebrows 81 83 17eyes 94 74 26nostrils 94 97 3mouth 92 97 3chin 86 97 3Table 3: Detection rates for facial feature extractionample in Figure 13a the eyebrows are detected at the position of the eyes. This problem arisesparticulary in cases, when only eyes or eyebrows are extracted. In those cases the contextualinformation doesn't help in distinguishing eyebrows from eyes. Figure 13b shows an example,in which the right eye is located wrongly. This could occur, if feature candidates spread widelyaround the correct position and, by determining the cluster center, an inexact position is cho-sen. Further problems in facial feature detection arise because of the hair style or in the caseof full beards. Because of the hair style of the person in Figure 13c, a fault in the detection ofthe eyebrows occurs. The reason for that is the incorrectly measured head width that causesassessment rules, which are de�ned in dependence on the head width, to fail. Such problemscan be solved by a preprocessing step, in which the hair region is segmented out. Problems inchin detection arise, if a person has a full beard (Figure 13d). Such cases have to be handledseparately for facial feature detection.
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Figure 12: Results of face segmentation and facial feature detection3 Face trackingIf a face is segmented and facial features are reliably detected, the face contour and facialfeatures can be tracked over time in an image sequence. We perform face contour tracking byusing a deformable curve. The exterior forces that inuence the curve are de�ned based oncolor characteristics. The tracking of facial features is performed based on block matching. By
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(a) (b) (c) (d)Figure 13: Problems in facial feature detectionverifying the content of the block, we ensure the correctness of the block content.3.1 Face contour trackingA very e�cient method for tracking face contours are active contours, also commonly known assnakes. An active contour is a deformable curve or contour, which is inuenced by its interiorand exterior forces. The interior forces impose smoothness constraints on the contour andthe exterior forces attract the contour to edges, subjective contours or other signi�cant imagefeatures. In a �rst step the snake has to be initialized and then the contour of the object istracked by placing the snake of image ft on image ft+1. By minimizing the energy of the snakethe best position of the snake in image ft+1 is determined.3.1.1 Snake initilizationAs described in section 2.1, we extract the face contour automatically. Thus also our snakeinitilization is done without interaction. Snake initialization is performed by sampling the facecontour at time t intoM nodes vi = (xi; yi), i = 0; ::;M�1, also called snaxels (snake elements).There are di�erent alternatives for the choice of the initial position of snaxels. In our case wehave chosen constant Euclidean distance between successive snaxels (Figure 14).
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Figure 14: Snake initilization using constant Euclidean distance between snaxels.3.1.2 Snake energyAn active contour is an energy minimizing curve. In the discrete case, the energy of a snake isde�ned by Esnake = M�1Xi=0 Eint(vi) + Eext(vi) (9)where Eint and Eext denotes the interior and exterior energy terms of the snaxels vi. Thedynamic behaviour of the snake depends on the de�nition of these energy terms. It is necessaryto choose these terms carefully to obtain a stable snake behaviour. By minimizing the energyof the snake, its optimal position is determined.3.1.3 Interior energyThe interior energy makes the snake resistant to stretching and bending and ensures its smoothbehaviour. In the discrete case, it is de�ned as follows:Eint(vi) = w1 � �����dvids �����2 + w2 � �����d2vids2 �����2 (10)with vi = (xi; yi), i = 0; ::;M � 1. The �rst-order term w1 � ���dvids ���2 makes the snake behave like astring. A behaviour like a rod is achieved by the second-order term w2 � ���d2vids2 ���2. The �rst-orderand second-order derivatives can be approximated by �nite di�erences. Thus we obtain�����dvids �����2 � 0:5 � �jvi � vi�1j2 + jvi � vi+1j2� (11)



Published in Signal Processing: Image Communication, Vol. 12, No. 3, pp. 263-281, 1998 22�����d2vids2 �����2 � jvi�1 � 2 � vi + vi+1j2 (12)The weights w1 and w2 regulate the tension and rigidity of the snake. The choice of theseweights is critical and it is discussed in detail in [15]. In order to mimic their physical signi�-cance, w1 should be de�ned as a function of the distance between snaxels and w2 as a functionof the local curvature of a snaxel. However, it is expensive and not trivial to compute andapproximate the curvature in the discrete case. Thus Leymarie and Levine recommend to�x w2 to a small positive constant. In our approach we have decided to de�ne these weightsas functions in dependence on prede�ned values for a natural distance and natural curvaturebetween snaxels. In the case of w1, we choose the initial Euclidean distance dinit as naturaldistance. The resulting function of w1 is illustrated in Figure 15a.
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Published in Signal Processing: Image Communication, Vol. 12, No. 3, pp. 263-281, 1998 23for the elliptical shape of the face. The resulting function of w2 is shown in Figure 15b.3.1.4 Exterior energyThe exterior energy arises from the force that pulls the snake to the signi�cant image features.The features of interest depend on the application. Often edge information is used to adapt thesnake to the object contour. In our case, we consider color features that push or pull snaxelsperpendicular to the snake contour.Because the face is more or less a connected component containing skin color, we check forevery snaxel if the pixels in its neighbourhood have skin color or not. Pixels with skin colorthat are outside of the snake pull snaxels outside, pixels with no skin color that are inside of thesnake push snaxels inside (Figure 16a). Thus, we de�ne the exterior energy term of a snaxel asfollows: Eext(vi) = � X(x;y)2Nint(vi)1 � s(x; y) + X(x;y)2Next(vi)s(x; y) (13)Hereby s(x; y) denotes the indicator function of skin color which is de�ned on the basis of thecolor attributes hue and saturation as described in section 2.1.1. Nint and Next are the interiorand exterior neighbourhood of a snaxel (Figure 16b). The directions of these neighbourhoodsare computed perpendicular to the contour direction at the snaxel position. The size of Nint,respectively Next, is �xed to be 5� 8 pixels.The behaviour of these exterior forces is similar to the balloon forces that are decribed in[5].3.1.5 Energy minimizationThe interior and exterior forces of the snake are in balance, if the energy of the snake Esnakeis minimal. In this case, a stable energy state is reached. The minimization of Esnake can bedone by using the Euler-Lagrange equations of motion. A solution is obtained by using �nite
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pixels with skin color

exterior / interior force(a) (b)Figure 16: (a) Exterior forces on snaxels and (b) neighbourhood of snaxels.di�erences (e.g. [15]) or �nite elements (e.g. [5], [19]). An alternative method for determiningthe energy minimum of a snake is the Greedy algorithm ([18], [24]). We use it in our approach,because of its low computational costs. It uses the fact that the energy of the snake decreases,if the energy of the snaxels decreases. Thus, the minimization problem is solved locally. Eachsnaxel is moved in its 8-neighbourhood and for each position the sum of interior and exteriorenergy is determined. The new position of the snaxel is determined based on the local energyminimum. The interior energy term of a snaxel ensures that the snake is not stretched orbended too much. This process is iterated and, after each iteration, Esnake is computed. Theprocess stops, when Esnake converges.The main advantage of the Greedy algorithm is its low computational costs. However, bysolving the minimization problem locally, the risk arises that snaxels get stuck in local minima.In our case this risk is very small, because we evaluate for each snaxel the color characteristicsin a large neighbourhood and thus the exterior forces pull or push the snaxel to a signi�cantminimum.



Published in Signal Processing: Image Communication, Vol. 12, No. 3, pp. 263-281, 1998 253.1.6 Addition and deletion of snaxelsIn order to obtain a high variability of the snake, we allow the addition and deletion of snaxels.For example in case that a rigid object moves away from the camera, its size decreases andless snaxels are necessary for tracking. On the other hand, if a rigid object moves towardsthe camera, its size increases and more snaxels are necessary for robust tracking. Obviously,also in the case of tracking non-rigid objects a variable number of snaxels is of advantage. Thedecision, whether snaxels should be added or deleted, is taken in dependence on the inter-snaxeldistance. In the case that the measured Euclidean distance between two snaxels is lower thana minimal threshold, one of them is deleted. If the inter-snaxel distance exceeds a maximalthreshold, a new snaxel is added.3.1.7 Results of face contour trackingThe presented tracking algorithm was tested successfully on a number of image sequences. Anexample on an image sequence having 150 frames is shown in Figure 17. Although the personmoves its head very much, we succeed to track it over the entire sequence. Results for everytenth frame are shown in Figure 17.3.2 Tracking of facial featuresWhen facial features are reliably detected, they can be tracked over time. Up to now facialfeature tracking is only realized for eyes and mouth. But in analogy to the proposed methodalso tracking of eyebrows, nostrils and chin can be performed.Robust tracking is possible using block matching. First, initial blocks have to be extracted.Then they can be tracked over time by searching for corresponding blocks in consecutive frames.To ensure that the reference blocks always contain facial features, we verify the block contents
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Figure 17: Face contour trackingby minima analysis. Block matching for facial feature tracking is also used in [6].3.2.1 Initialization of facial feature blocksThe initial block size is de�ned in case of the eyes dependent on the eye distance and, in caseof the mouth, dependent on the mouth width. Let us denote the block width and block heightof a feature block B by bx and by. Then the initial block for a feature is de�ned by placing thecenter of the block frame with dimension bx and by on the detected feature position (x; y) attime t. Examples of initial feature blocks for left eye, right eye and mouth are illustrated in
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(a) (b) (c)Figure 18: Initial feature blocks for (a) left eye, (b) right eye and (c) mouth3.2.2 Matching of facial feature blocksWhen initial feature blocks at time t are extracted, the position of features at time t+1 can bedetermined by matching the blocks of time t to the frame of time t + 1 (Figure 19). Becausethe displacement between two consecutive frames is restricted due to video rate, the search forcorresponding blocks can be restricted to a search region of dimension sx and sy centered atthe feature position (x; y) at time t+ 1 (Figure 19b).For each position of the search region a similarity measure between reference block andtest block is evaluated. In our case we use the sum of absolute greylevel di�erences as blockdi�erence BD. For a displacement (u; v) between reference block and test block, the blockdi�erence at position (x; y) results in:BDx;y(u; v) = Xi;j2Bx;y jf(i; j; t)� f(i+ u; j + v; t+ 1)j (14)where f(i; j; t) denotes the greylevel value at position (i; j) at time instance t. The best matchposition is found, if the block di�erence is minimal.Matching results are illustrated in Figure 20. The search regions for corresponding blocks
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(a) (b)Figure 19: Block matching (a) frame t with reference block and (b) frame t + 1 with searchregion and one of the test blocksare shown for eyes and mouth. The greylevel values inside of the search regions represent thequality of block matching: the higher the greylevel value the better the matching.
Figure 20: Results of block matching3.2.3 Re�nement of best-match positionAfter performing block matching we re�ne the best-match position by minima analysis. Inanalogy to the extraction of facial features, we determine minima in the y-relief of the best-



Published in Signal Processing: Image Communication, Vol. 12, No. 3, pp. 263-281, 1998 29match block and for each minima, we determine minima in the related x-reliefs. After minimalocalization we select the minimum that is closest to the best match position and consider itspositon as re�ned feature position. By this re�nement step we ensure that the best-match blockat time t still contains a facial feature as content.3.2.4 Updating of facial feature blocksFacial feature block updating is critical for tracking. Once a fault occurs, the whole trackingprocess collapses and a new face recognition is necessary. Thus, it has to be ensured thatblock updating is done correctly. In our approach, we ensure this by evaluating the best-match position and the re�ned feature position. If the distance between best-match positionand re�ned position is small, we de�ne a new reference block at the re�ned feature position.Otherwise, we consider the match as uncertain and the reference block remains constant.3.2.5 Results for facial feature trackingResults of facial feature tracking for an image sequence consisting of 150 frames are shown inFigure 21. For every tenth frame the search regions for facial features and the results of blockmatching are shown.The reference blocks extracted for the left eye, right eye and mouth are illustrated in Figure22. Though eyes and mouth close and open during tracking, reference blocks contain alwaysthe right content.4 ConclusionIn this framework we have presented a fully automatic approach for face segmentation, facialfeature extraction and tracking of the face contour and facial features over time.
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Figure 21: Results of facial feature tracking: Search regions for corresponding feature blocksand quality of block matching represented as greylevel intensity inside the search regions (thesmaller the block di�erence the higher the greylevel value).Face segmentation is done by using color (HSV) and shape information. First skin-likeregions are segmented based on hue and saturation information and then we check for eachof the regions, if they have elliptical shape or not. Skin like regions with elliptical shape areconsidered as face candidates and are veri�ed by searching for facial features in their interior.
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Figure 22: Reference blocks for left eye, right eye and mouth during tracking.As interesting facial features we consider eyebrows, eyes, nostrils, mouth and chin. Facialfeature extraction is based on the observation that facial features di�er from the rest of the facebecause of their low brightness. Thus we extract facial feature candidates by evaluating thetopographic greylevel relief of the face candidates. The best face constellation is chosen basedon vertical symmetry, distances between facial features and assessment of each facial feature.Incomplete face constellations are considered as well.Once faces are segmented and facial features are detected, they can be tracked over time.Tracking of the face contour is performed by using a deformable curve. The exterior forces onthe curve are de�ned based on color characteristics. Facial feature tracking is done by blockmatching. If the best-match position is found, we check if there is a minimum close to thebest-match position. If this is the case, we re�ne the facial feature position and de�ne a new
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