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A Method for Watermark Casting on Digital Images

loannis Pitas

Abstract—Watermark casting on digital images is an important use watermark casting on his images and, in the case of
problem since it affects many aspects of the information market. ynauthorized replications of his products, prove his copyright
We propose a method for casting digital watermarks on images, q\ynership. Television channels are presently protected merely

and we analyze its effectiveness. The satisfaction of some basub their | - f the vid . | The diaital
demands in this area is examined, and a method for producing y theirlogo signs on a corneér ot the video signal. The digita

digital watermarks is proposed. Moreover, issues like immunity Watermark can ensure them against illegal recordings and
to subsampling and image-dependent watermarks are examined, retransmissions. Of course, this topic has strong legal aspects.
and simulation results are provided for the verification of the However, we will limit ourselves to the technical discussion
above-mentioned topics. only.

Index Terms—Copyright protecting, multimedia, watermark. Watermarks are applied either in the frequency or in the
spatial domain [1], [2]. The approach we follow in this paper
is based on statistical detection theory, and it is applied in the

spatial domain.
HE following analysis is a suggested approach in solv-

ing a quite interesting and demanding problerasting I
digital watermarks on digital imagesBy the term “digital
watermark,” we mean a signal which is superimposed on theWWe consider the case where ahx M gray level image
digital image, in such a way that the following hold. I has to be transformed to aN x M image I, containing

1) The visual perception of the image remains unaltere?i,digital watermark. Our proposal is that this watermark is
and the watermark is unnoticed applied on the spatial domain, and slightly affects the intensity

2) We are in a position to detect a certain digital Watermam some pixels off by adding or subtracting a small integer

by examining the alterations caused by the superpositiéll"f‘. ue. , L
3) A great number of different digital watermarks, all _Ad|g|tal watermarks is actually a specific binary pattern of
distinguishable from each other, can be produced. size N x M where the number of “ones” equals the number

4) Distortion or removal of the digital watermark throughO]c “zeros’
general image operations and manipulations should be_ {Spm,n €10, 1, -+, N=1}, me {0,1, -+, M — 1}}
extremely difficult and, preferably, impossible. (1)
The satisfaction of the above-mentioned demands provides a
way to superimpose an “invisible” watermark on images. Thighere s,,,,, € {0, 1}.
signal completely characterizes the person who applied it andBy using S, we can split/ into two subsets of equal size
as a result, proves the origin of the image. Thus, it can be usgsh alter the intensity levels of the pixels of one subset. If we
in copyright protection for digital media. consider that the original imagkis represented as
The proposed copyright protection strategy is the following.
The copyright owner deposits the original digital image to A= {znm, n €{0,1, ---, N -1}, m € {0, 1, ---, M — 1}}

I. INTRODUCTION

. DIGITAL WATERMARK DESCRIPTION

copyright authority. He also signs each distributed copy with (2)
his own watermark (one per copyright owner). When he finds a _ _ . _
suspected illegal copy (e.g., in a www site) he uses waterma¥Rereznm € {0, 1, ---, L — 1} is the intensity level of pixel

detection to check if the image contains his own watermarf¢, ) and L is the total number of intensity levels, we can
If the test is positive, he searches whether he deposited &t it into two subsets, by using, as follows:

original to a copyright authority. If yes, he has a legal proofA =z €1, 5y =1} B = {2, €1 s =0
of his ownership. 1 Enm &4 Sem = 4 = Zam €4, $Spm = Uf.
The benefits of such a method are numerous. The copyright 3)

owners of d?gita! Images .have a way .Of protecting the ach one of subsetd and B containsN x M /2 pixels and
products against illegal copies by proving intellectual property _ AUB. The digital watermark is superimposed by changing
in conjunction with the deposition of original in a copyrigh&h

. X e elements of the subsdtby the positive integer factot:
authority. An owner of an image database, for example, can
C={zpmt+k, vnm € A} 4
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Fig. 1. Type | and Type |l detection errors.

In the following, we will use the symbolg, b, andé to denote whereP = (N xM)/2. In our case, the null and the alternative
the mean values of the subsets B, C, respectively, and the hypotheses, respectively, are the following.

symbolss,, s, ands. will denote thesamplevariances. H,: There isno watermark in the imager( = 0).
Hi: Thereis a watermark in the imagedn = k).
I1l. SATISFACTION OF BASIC DEMANDS Under the null hypothesis, the test statisticfollows a

We now show that the basic demands mentioned in Sectioﬁggsgrtndﬁgbzug? v;ntsfl z deergtlg'es?rr']ba??)i ;a2)'ndegr?jzs r?efe of
are satisfied by the proposed method. - owever, u Istributl ving 9

First Demand: Although the visual perception of an imagefreedom gre_ater_ than 3.0 can be very well appr_oxmated by the
: C : . normal distribution. This is exactly the case in our problem
is a completely subjective matter, the alteration of the mtensgnce for an image as small as 616 bixels. the value of
of pixels by a small fraction works properly. The quantity ’ Imag PIXELS, vai

that is added to the pixet,,,,, € A to produce the seC ;}D Iitﬁig'sa?]g?dfs) _th2e Tes2t5;1tai>'s 3(?5 \3/251 t:]eed 22?23[.'?
in (4) is actually sufficiently small, so that the ratig'z,,, yp : ' Isycis distribu ng

remains small and its visual perception is negligible accordir?‘é the so-called noncentral student distribution with mean

o Webers av. Espeialy. i he members of the subses (10T 850 % Teraly parneeh easiden)
and B do not form a recognizable pattern, then the pictu ' 9 & d

r X 2
does not seem distorted in any way. getermme the distribution af. For a large number of samples,

Second DemandThe satisfaction of the second demand> e el the di§tributi9n ojp an be approximated by a normal
will be explained extensively since it is critical to watermar |sttr;]but|on h?Xmg urt])'t vana;npe tan(é r;ian equaligos).
detection. The central key is the examination of the di1‘ferencéj_|r_h ermorgéflw ((j:atn t?‘ use mtshea} I wr

of the mean values of the two image subsétsand B. € possible detections a_re € following.

Especially, ifC and B are as much intermixed as possible, Type I_Error:Accept the existence of a watermark, although
they are expected to give better results. First, we calculate thdhere is none. _

mean valueg andb, and then apply the theory of hypothesis Type II_ Error: Reject the existence of a watermark, although
testing [5], [6] for the determination of the difference of the there is one.

two mean values Graphically, the Type | error is the shaded region of Fig. 1(a),
B and the Type Il error appears in Fig. 1(b). It is obvious that
w=¢—b. (6) thet percentile that minimizeboth errors is given by
Our test statistic is [6] o = 2]f . (9)
0w
g= w (7) Thus, we can obtain the relationship
Ow
) k= [26mt1—a]. (10)
where 63 depends upon the sample varianegsnd s., and

it is given by the following relation: As a result, during the watermark casting (or superposition) of

the image, we can give as input the degree of certdihty«)
-2 — 524 s7 ®) which we want to have during the later phase of the detection

P of the watermark.
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Concluding this part, we are now in a position to give thin order to have a wrong answer, the following inequality
description of the two phases, namely, “superposition” amdust hold:

“detection” of the watermark. In both cases, we have the prior _ X
knowledge of(1 — «) (certainty level) andS (watermark (@—b)+ <2F - 1>k
domain). — >t q (16)
Watermark Casting (Superposition)Ae calculates? and T
s2 and use them to calculate;. We calculatek from (10). where 6 is given by
However, the quantization imposed by this equation changes 5 5
: 2 _ Syt sp)
the level of certainty to 62 = Z¢ T 17
v P
k [20%t1—q ] . L
tHw = 5 = o (11) Therefore, the probability of a wrong answer is given by
Tw Tw
Therefore, the true level of certainty is— «’. Moreover, Prob(q+h > ti-a) (18)

as will be seen in the description of the detection phase, fifiereq is the test statistic we would get if we examined the
following assumption is mades, = s,. This is not exactly cjear image and: is given by

correct due to clippings in the case when the temms, + &

result in numbers outside the range, ---, L — 1}. Finally, <2£ _ 1>k
we create the watermarked imageby substituting the subset h— P (19)
A of I with the subse(. o

\INaIterrEark DetTct||c>n:We calculater, ?1 and UST tr:em 10 Since ¢ and k are independent random variables, the distri-
calculatew. We calculates., s, and use them to calculades. 1 ion function of their sum is given by the convolution of

We create the test statisgcirom (7) and test it against—a.  iheir distribution functions [7]. A very good approximation of

If ¢ < ti_a, we give the answer “there is no watermark™y,q gistripution ofg, as we already mentioned, is the normal

else, “there is a watermark.” During the calculationsef, we distribution. Let us denote byV(z, u, o2) the c.d.f. of a

made the above-mentioned assumption. However, the type,gfmaly distributed random variable with mean valuey

error_induced is .not actually considerable. L and variancer?. The distribution ofy is given byN (g, 0, 1).
Third Demand: We now move to the examination of the \ye il now try to find the distribution ofh. The first

number of “different” watermarks provided by the abovey aiarmark actually divides our total set 2P items (pixels)

mentioned scheme. Moreover, it is now time to suggest;a; ., equally sized subsets, namely, subSewith P items

method of creating watermark domail§s The most general having s, = 1 and subses, with P items, as well having

method is to employ random sefé for this purpose. Such . =~ ‘the hrobability that the second watermark will have
domains can be easily created by pseudonumber generatog&actlyX items belonging inS; and P — X items belonging

For the moment, let us consider the case that any possime52 is given by
watermark pattern is acceptable. This means that the number
of watermarks that can be applied on an image of size P P P\?
N x M = 2P equals the number of ways we can selétt <X> <P— X) <X>
items out of2P items. As a result, the number of possible op = ap\ (20)
watermarksiN, is given by <P> <P>
N, = <2P> - 2p)! ~ 2" (12) X follows a hypergeometric distribution with mean value
P (P1)? — V/xP P/2 and varianceP? /(8P — 4). A good approximation of
by using the Stirling formula. the distribution of X can be achieved through a normal

For example, an image of siz x 32 (P = 512) can host distribution N(X, P/2, P/8) having mean value’/2 and
as many as 4.48 103% different watermarks applied on it. varianceP/8. As a result, we derive that the distribution fof
Of course, one might argue that two very similar watermafR N (b, 0, (k*/2P63;)), according to (19).
domains cannot be distinguishable under the previously meniiowever, the convolution of two normal distributions is also
tioned detection algorithm due to domain overlapping. Let @ normal distribution, having mean value the sum of means
consider the case when two watermarks hageout of p and variance the sum of variances [6]. Therefore, it follows
pixels in common (partial overlap). When we try to detect orf@at the distribution of = g+ is N(z, 0, 1+(k?/2P55?)).
of these watermarks, while this image was watermarked Bj€ Probability of a wrong answer given by the (18) becomes

using the other, we get the following: ) L2
=1—-N _ 1+ ——
. B X (8% <t1 a 0, + 2POA'3,> (21)
¢ =a+ Fk (13) w
P from which we derive
V=b+{1-= )k 14
+< P) B fiow = (22)

— = T (= T {_ X
w=7d-bV=>@-0b+ <2P 1>k. (15)
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Fig. 2. Uncertainty imposed by watermark similarity.
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Fig. 3. Normalized uncertainty due to watermark similarity.

It is obvious thatt; _, < #1_,, which means that our degreeThe function f(z) has a maximum value, which can be
of certainty has indeed decreased. Moreover, the superpositamproximated by the equation

of a watermark, as described so far, has the nature of additive

noise. As a result, the overall variance of the image is = 3P ~ /3. (25)
increased, which means th&ag < 6. We, therefore, obtain P—-6

an upper and a lower limit of; o/ This result can be verified by Fig. 2, where we show the

t—a function f(x; P) for such values ofr and P that are used
— <t t 23
22 Sh-ar Sti-a (23) in the cases of percentiles and images, respectively.
1—i-T_(y In Fig. 3(a), we can see a graphical representation of

the normalized ambiguity imposed by a similar watermark:
We will try to estimate the uncertainty imposed due to thef(t; ,)/N(t; 4,0, 1)) for t;_, = +/3. Moreover, a value
second watermark by using these upper and lower limits. This ¢, _, given by (25) is highly improbable to be used in
uncertainty is given by practice since it provides only 95.83% degree of certainty.
Instead, a value;_, = 4 is more typical if we want to
. be very sure about the existence of watermarks. Fig. 3(b)
fti—a) =N(t1—a, 0, 1) = N| —=%__ 0,1 |. (24) presents the normalized ambiguity for_, = 4. It is easy
14 262 to understand that the problem of similar watermarks does
r not really increase our initial uncertainty seriously since, for
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images as small a82 x 32 (P = 512), this uncertainty V. IMAGE-DEPENDENT WATERMARKS
increases by only a factor of - 107> (t;,_, = 4), and for
typical images of size56 x 256 (P = 32768), this factor
is 2.6- 107",

Using a single watermark on all images of equal size whose
copyright is owned by the same individual is very convenient
in terms of implementation simplicity and speed. However,
such a practice is not a safe one. A simple way to recover
and subsequently destroy a watermark embedded in a set of

. _ . _ K images is to calculate an averaged “image” as follows:
Another issue about watermarks is their immunity to sub-

sampling. Here, we consider the case of the mean value 1 E @)

subsampling, where every four pixels are substituted by their Tmn = 7z Z(ﬂfrfm —m;) (32)
mean value. In this case, if the original imagevas of size =1
N x M, the subsampled imagk,,;, is (N/2) x (M/2) large,
and the intensity levels of its pixels are given by

IV. IMMUNITY TO SUBSAMPLING

wherexg,?n denotes the intensity of the pixéln, n) in the
image¢ andm,; is the mean intensity value of the image
) Ton, 2m + Tont1,2m + Ton, 2ma1 + Tongl, 2mi1 Then, for the watermarked pixels,,.,, tends tok; otherwise,
Tm = 4 it tends to zero. Thus, for a sufficier, the watermark can
(26) be recovered.

In order to robustify the watermarking technique against
where /. € I, and Ton 2m, Tangi,2m: T2n, 2miis this type of attack, we hgve devised a variation of the pasic
Topstlomyr € I, for n e {0,1,---,(N/2) — 1} and methqd that generates image dependent watermarks_, ie, a
m e {0,1, -, (M/2) — 1}. technique that, for the same watermark key, leads to different

In order to apply the detection algorithm dg,,, we first Watermark patterns when applied on different images. This is
make a subsampled version of alNrx M watermark, using achieved using the following methodology: first, we construct
the following method. the watermark patterts. Then we split the pixels id into

Let s1, 52, 53, s4 € S denote the four neighboring pixelstWo SubsetsA., A,, containing P and (1 — h)P pixels,
to be subsampled, and let = s, + s, + s3 + s4 be their respectively,(0 < i < 1). The pixels of the subsed.. form
sum. The sample, which will substitutes, s», ss, s4, is 0 the fixed part of the watermark pattern. The position of these

for u € {0,1}, 1 for w € {3, 4}, and 0 or 1 (with equal Pixels does not change when the watermark is applied on
probabilities) whemy = 2. different images. On the other hand, the spatial location of the
It is obvious that our subsampled watermark pattern agdifkels that form the subset,,, changes when the watermark
containsP’ = N x M/8 pixels having level 1 and” pixels IS applied on different images. Each pixeln, is translated
having level 0. When we examine the subsampled image witn, Am) pixels away from its original position. The actual
this watermark, errors are introduced. In the watermarked ay@jue of this translatioffAn, Am) depends on the intensity
unwatermarked part of the image, eight different kinds of@lue of some other pixel that belongs .. The whole

2 x 2 squares, for each case, can exist. When calculating Procedure of moving a pixel that belongs 43, into a new
we have position should be insensitive to image distortions. Otherwise,

the detection algorithm would not be able to calculate the

1 43k 3k 11 iti i
e 4ok ok, 1l positions of these pixels.
c_a+8k+84+82—a+16k (27)
v = + g% + gg =0 + 1_06k (28) VI. SIMULATION RESULTS AND CONCLUSIONS

_ 3 We tested the above-mentioned algorithm on a large number
— _ =/ b// _ = b/ k 29 . . .
w=c -0 =a -0+ " (29)  of images. We applied 3000 different watermarks on each of

them, asking for the minimum certainty. Due to the quantiza-
We use’ and¥’ because they are not really the origimadnd tion of & [shown in (10)], fork = 1, the degrees of certainty
b since there was an intermixing due to subsampling. (1 — «) obtained by
If we want the probability of the correct answer to be exactly L
the initial degree of certaintyl — «), the following must hold: oo =

- (33)
Prob(a/ — b’ + 3k/8 >t ) 14 (30) were 84.1 and 90.5%, respectively. It has also been proven by
5 l=o ’ simulations that this method is also very resistant to attacks
that just put additive noise on the watermarked image.
Thus, k is given by The simulation results were very close to these values,
namely, 84.1 and 90.96%. We repeated the same simula-
k= % - 207t —a- (31) tion, but with unwatermarked images this time, and obtained
certainties 83.96 and 91.8%, respectively.
Equation (30) implies that, if we want to haye — «) degree One important issue that was tested by simulation was the
of certainty in the subsampled image, we should use (10)w@termark resistance to JPEG compression. It was found that
calculatek, but finally apply the weight’ = (8/3)k. the method, as presented here, is resistant to compression

Ow
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ratios up to 4:1. This is already an interesting result if weg2] 0. Bruyndonckx, J. J. Quisquater, and B. Macq, “Spatial method for

take into account that the proposed watermark casting method C¢opyrightlabeling of digital images,” iRroc. IEEE Workshop Nonlinear
Signal and Image Processing, Pitas, Ed., 1995, pp. 456-459.

essentia”y adds high-frequency noise to _the ir_nage. Ongoing |. pitas and T. Kaskalis, “Applying signatures on digital images,” in
research is currently performed to modify this watermark-  Proc. IEEE Workshop Nonlinear Signal and Image ProcessinBitas,

casting scheme so that it becomes more resistant to losgy Ed-élg\?:ﬁ F’S%h?/gggl“ﬁi- 7. Tirkel, and C. F. Osbome, “A digital

compression. One such possibility is to cast watermarks in the' atermark,” inProc. IEEE Int. Conf. Image Processingol. 2, 1995,
DCT domain, rather than in the spatial domain [1]. Preliminary  pp. 86-89. _ L .
results are very encouraging. [5] I]E-ggl_7 Lehmann, Testing Statistical HypothesesNew York: Wiley,
In this paper, we propose a novel method for casting digital] A. Papoulis,Probability & Statistics. Englewood Cliffs, NJ: Prentice-

watermarks on images. This is basically done by adding g Hall, 1991. _ _
. . @] , Probability, Random Variables and Stochastic Processéew
predetermined small luminance value to randomly selected” .. McGraw-Hill. 1991,

image pixels. The luminance values are small enough to be] D. E. Knuth, The Art of Computer Programming, Vol. 2Reading, MA:
undetected by the human eye. The seed of the random pixel Addison-Wesley, 1983, vol. 2.

generator is essentially the copyright holder watermark. We

also propose a scheme for watermark detection that is based

on statistical detection theory criteria. Although watermark

domains may overlap, we have proven that the watermarks

are easily distinguishable. We have also proven that thpannis Pitas received the Diploma of Electrical Engineering in 1980 and

. . the Ph.D. degree in electrical engineering in 1985, both from the University
proposed watermark scheme is rather immune to subsamplifir, cssaioniki. Greece.
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