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This paper investigates facial image clustering, primarily for movie video content analysis with respect to
actor appearance. Our aim is to use novel formulation of the mutual information as a facial image similarity
criterion and, by using spectral graph analysis, to cluster a similarity matrix containing the mutual
information of facial images. To this end, we use the HSV color space of a facial image (more precisely, only the
hue and saturation channels) in order to calculate the mutual information similarity matrix of a set of facial
images. Wemake full use of the similarity matrix symmetries, so as to lower the computational complexity of
the newmutual information calculation.We assign each row of this matrix as feature vector describing a facial
image for producing a global similarity criterion for face clustering. In order to test our proposed method, we
conducted two sets of experiments that have produced clustering accuracy of more than 80%. We also
compared our algorithm with other clustering approaches, such as the k-means and fuzzy c-means (FCM)
algorithms. Finally, in order to provide a baseline comparison for our approach, we compared the proposed
global similarity measure with another one recently reported in the literature.
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1. Introduction

Face clustering is a very important task for movie semantic ex-
traction. It can contribute in many ways, like determining the
principal actors or the creation of database references or dialog
detection and many others. Moreover, face clustering can be used for
unsupervised training of face recognition algorithms and in general as
a preprocessing step in any human based image and video processing
tasks, so as to create a human wise categorization of the data.

Facial image clustering, put together facial images that belong to
the same person by employing a certain image similarity criterion. Let
P be a set of facial images. A clustering C={Ci|CipP} is a division of P
into facial image clusters Ci, for which the following conditions hold:
∪Ci∈ C Ci=P and ∀Ci,Cj∈C :Ci∩Cj≠ i=∅. Ideally, the clustered facial
images should belong to the same person. Face clustering is a very
important application and can contribute in many ways to semantic
movie analysis, e.g., for determining the movie cast or for assisting
automatic dialog detection. Until now, few face clustering algorithms
have been reported in the literature [1–4].

Face recognition and face clustering are two different tasks: in face
recognition, we assume that we have a known number of persons and
a training facial image database, consisting of certain labeled facial
images per person. This database is used for training a face recognition
classifier. Then, if we have a test video, each facial image extracted
from a video frame can be tested by the already trained face
recognition classifier and the best matching person id (or rather a
list of best matching people ids) is returned. In face clustering, the
number of persons appearing in a video clip or movie is unknown and
there is no training facial image database. Therefore, no training is
possible. The face clustering goal is entirely different from that of face
recognition: given a number of video frames containing facial images,
we have to find the unknown number of persons appearing therein,
based on facial image similarities. Both face recognition and face
clustering may share certain tools (e.g. image similarity measures,
face representation methods), but are different in many aspects in
terms of goals, methodology (training/no training) and performance
metrics. Although, a great amount of work has been conducted on face
recognition, face clustering is a rather novel topic with few
publications in the literature so far [1–4]. In [2] the authors have
proposed an approach for face clustering in video that involves the so
called Joint Manifold Distance (JMD). Therein, the authors propose a
method, where each subspace represents a set of facial images of the
same person detected in consecutive frames. The clustering algo-
rithm, uses a facial video sequence to sequence distance and follows
an agglomerative strategy. Another distance metric for clustering and
classification algorithms, called Affine Invariant Distance Measure
(AIDM)was proposed in [3]. This distance function, which is invariant
to affine transformations, is used in combination with partitioning-
based algorithms for face clustering. In [4], Foucher et al. recom-
mended a face clusteringmethod based on face detection and tracking
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and use several spectral graph techniques for classification. Finally, in
our previous work [1], we have proposed a mutual information (MI)
based technique for face clustering by constructing a similarity matrix
based on the image intensities and have clustered this similarity
matrix by means of a fuzzy c-means classifier. The motivation to
employ MI comes from its numerous uses as an image similarity
measure in other image analysis tasks, e.g. in medical image
registration [5], shot cut detection [6], and object tracking [7].

In many applications involving facial images, color spaces are
exploited in order to better characterize the facial features. In [8], a
specific color space is used for face recognition. In the proposed
method, the HSV color space of a facial image (more precisely, only
the hue and saturation channels) is used, in order to calculate the
mutual information similarity matrix of a set of facial images. We
make full use of the similarity matrix symmetries, so as to lower the
computational complexity of the mutual information calculation.
Thereafter, we assign each row of this matrix as feature vector
describing a facial image for producing a global similarity criterion for
face clustering. Finally, spectral graph clustering of the global
similarity matrix is used to perform clustering.

Spectral graph clustering has been used in image segmentation [9],
object recognition [10] and graph-matching [11]. In [12], Carcassoni
and Hancock use a coarse-to-fine detail approach, in order to provide
a more robust graph clustering process and to overcome problems
that arise from spurious graph nodes and edges. In our case, the facial
images in a facial image set P can be considered as nodes in a similarity
graph, whose edge weights are the facial image similarity. Thus,
spectral graph can provide node (i.e. facial image) clustering. As will
be demonstrated later on, spectral graph analysis outperforms other
clustering methods in face clustering.

The novelty of our approach is primarily in the use of hue and
saturation in the calculation of the MI in assessing facial color image
similarity, versus the more commonly used image intensity MI [1].
Thus, the proposed method is proven to be robust when, we have
facial pose and illumination variations. Moreover, we use a novel
feature vector that describes the global similarity of a facial image to
the rest of the facial images. This fact provides extra robustness to the
proposed method. Finally, spectral graph clustering is applied on the
global similarity matrix, which provides superior performance than
competing techniques, e.g. k-means or FCM used in [1]. It also
outperforms other methods that are used in image registration,
mainly due to the fact that such methods are much simpler with
respect to light variations and pose and, thus, inappropriate for the
face clustering task.

The remainder of this paper is organized as follows: facial color
image mutual information and its normalized version (to be used as
facial image similaritymeasures) are presented in Section 2. In Section
3, we present face clustering using N-cuts. In Section 4, we show the
face clustering performance metrics and experimental results on two
test cases: a) the XM2VTS facial video database [13] and b) another
video database coming from extracts of six commercial movies. In the
same section, we provide a “baseline” comparison of the employed
similarity criterion (i.e. the hue/saturation MI) to another newly
developed image similarity criterion [14]. Finally, conclusions are
drawn in Section 5.

2. Mutual information for color facial image clustering

Many image similarity measures have been proposed in recent
literature [15–21]. An extensive survey of f-measurements and
various entropy measures, e.g. the Rèny and Tsalis entropy, are
presented in [15]. Other image similarity measures, like the Kullback–
Leibler divergence [16] can be used as well. Recent approaches
[17–21] to image registration use themutual information (MI)measure
that is proven to be robust under cropping and small illumination
perturbations.
The mutual information of two random variables is defined as:

I X; Yð ÞΔ¼∑
x∈X

∑
y∈Y

p x; yð Þlog p x; yð Þ
p xð Þp yð Þ ; ð1Þ

where p(x,y) is their joint pdf and p(x), p(y) are their marginal pdfs.
Typically, X, Y represent the image intensity of two different images.
The entropy of a random variable X is defined as:

H Xð Þ = −∑
x∈X

p xð Þ logp xð Þ: ð2Þ

Likewise the joint entropy of two random variables X and Y is
defined as:

H X;Yð Þ = −∑
x∈X

∑
y∈Y

p x; yð Þ log p x; yð Þ: ð3Þ

There are several ways of normalizing the mutual information
between different pairs of images [22]. The normalized version of
mutual information used in this paper is defined as in [17]:

NMI X; Yð Þ Δ¼ H Xð Þ + H Yð Þ
2H X; Yð Þ ; ð4Þ

NMI takes values in the domain [0,1]. In [22], Studholme et al. have
shown that this version of the normalized mutual information is less
sensitive to the size of the overlapping image regions in image
registration. A detailed presentation of the aforementioned entropy
and mutual information calculation can be found in [23].

In the case of color facial images, we shall use the HSV color space
for checking similarity and, in particular, the hue H and saturation S
components, which are proven to be robust under illumination
changes, in comparison to image intensities [24,25]. In [26], Sobottka
and Pitas have shown that face colors occupy a certain region of the
HSV color domain. Furthermore, it is proven that, at a specific region
of the HS domain, H is the most informative channel [27] for facial
colors. Therefore, we employ only the H, S channels of two facial
images having hue and saturation values H1, S1, H2, S2 respectively.

It can be easily shown that the 4D normalized MI is given by:

NMI H1; S1;H2; S2ð Þ = H H1ð Þ + H S1ð Þ + H H2ð Þ + H S2ð Þ
2⋅H H1; S1;H2; S2ð Þ : ð5Þ

Let us suppose that the histograms p ̂ h1ð Þ and p̂ h2ð Þ to be used in
Eqs. (2), (5) have N bins, while p ̂ s1ð Þ and p̂ s2ð Þ have M bins. The 4D
histogram estimating p̂ h1; s1; h2; s2ð Þ to be used in Eq. (5) has
dimensions N×M×N×M and can be found as follows. Let X1, X2 be
two facial color image regions of interest (ROIs) of size H×W pixels
produced by a face detector/tracker. We transform them in the HSV
color space and calculate the 4D joint histogram:

p ̂ h1; s1; h2; s2ð Þ = 1
H⋅W ⋅ jf k; lð Þ∈ 1;H½ � × 1;W½ �=H1 k; lð Þ = h1

and S1 k; lð Þ = s1 and H2 k; lð Þ = h2 and S2 k; lð Þ = s2g

j ; ð6Þ

where |⋅ | denotes set cardinality and H1(k, l), S1(k, l), H2(k, l), S2(k, l)
are the hue and saturation values for image X1 and X2 at pixel (k, l),
respectively. Then, p ̂ h1ð Þ, p̂ s1ð Þ, p̂ h2ð Þ, tp(s2), p ̂ h1; s1; h2; s2ð Þ and
Eqs. (2), (3) are used in calculating Eq. (5). The facial images X1, X2

in Eq. (6) must have the same size of H×W pixels, which is not always
true, since face detectors typically produce facial regions of varying
size. In order to overcome this problem, we calculate a mean
bounding box from the face detector/tracker results on a particular
video and scale all facial images to this size. After several experiments,
we have concluded that this is the best way to solve the scaling/
cropping problems. Other approaches, e.g., scaling each pair of facial
image ROIs towards the biggest or the smallest bounding box of the
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face detector/tracker results, produced inferior clustering perfor-
mance. This superior performance can also be attributed to the way
we use the ensuing similarity matrix. As will be explained in more
detail in a subsequent section, the similarity matrix row i represents
the similarity of a facial image iwith all other images. By proposing an
overall mean bounding box, we have a more informative similarity
matrix, due to the fact that facial image resizing problems are
minimized. If anisotropic scaling of the facial image ROI is needed,
then we need to take care of the aspect ratio, in order to avoid
disturbing the facial images by stretching. To do so, we first calculate
the aspect ratio W =H of the mean bounding box, where W andH are
its width and height, respectively. We need to preserve this ratio in
each facial image ROI while scaling towards the mean bounding box.

To do so, we preserve the aspect ratio
W
H

=
W
H

of the width W and

height H of each facial image ROI, by padding along the x or y axes
with adequate video frame rows and columns bordering the bounding
box. The dimension that is padded is always the smaller one in length.
Let R={(x1,y1),(x2,y2)} be a bounding box defined by its upper-left
corner (x1,y1) and the down-right one (x2,y2). Then W=x2−x1,

H=y2−y1 denote its width and height respectively. If
W
H

N
W

H
, the

resulting bounding box must have a new height H′ = W⋅H
W

, resulting

to a new bounding box R′ = x1; yc−
H′
2

� �
; x2; yc +

H′
2

� �� �
, where

yc denotes the vertical coordinate of the initial bounding box center. A

similar analysis can be done in the case where
W
H

b
W
H
, resulting to a

new bounding box R′ = xc−
W′

2
; y1

� �
; xc +

W′

2
; y2

� �� �
, with xc

being the horizontal coordinate of the initial bounding box center.
The facial image ROI detection and tracking are used in a way that

no manual initialization is needed. Since the paper does not focus on
face detection and tracking, which have been heavily researched, we
follow the process described in [28]. It consists of running the face
detector every n video frames (typically n=5) and then, if the face
detection is successful, the face tracker tracks the detected faces for
the next n−1 frames. Then the face detector is launched again. A
series of criteria are used for the re-initialization of the tracker [28].

Finally, we have noticed that, in several cases, either the face
detector or the tracker produce facial images, which are either
cropped or containing too much background, as shown in Fig. 1. In
order to solve such problems, for every facial image pair produced by
the face detector/tracker, we calculate the mutual information of two
facial ROIs for different bounding box sizes and we take the maximum
MI value achieved. To this end, we start varying the bounding box size
from 80% to 120% of the initial mean bounding box with a step of
5% along both axes, using uniform facial image ROI cropping or
expansion, respectively.
Fig. 1. Face images where faces have the same actual size but not the same bounding
box.
Using the aforementioned definition (Eq. (5)) for N facial images,
Xi , i=1,. . , N , we construct the N × N similarity matrix
M = NMI Xi;Xj

� �
; i; j∈ 1;N½ �� 	

. Such a similarity matrix is visualized in
Fig. 2. The brighter boxes correspond to higher similarity of the facial
images of various appearances of the three actors involved in this
video. It is a symmetric matrix along the main diagonal due to the fact
that NMI(X,Y)=NMI(Y,X), because p(X,Y)=p(Y,X) for any X, Y
random variables, as can be easily proved by applying the Bayes
rule in the definition of the joint probability [29].

2.1. The use of face tracking heuristics in the facial image similarity
matrix

In order to integrate some a priori face detection and tracking
information in face clustering, we assume that:

1. the used face tracker tracks faces correctly;
2. the facial image of each person appears only once in each video

frame.

When we track a face, we assume that the tracked facial image
ROIs define a so called face appearance. The tracking results provide a
link between facial image ROIs of consecutive frames. We make use of
this information to assign a facial image to a specific face appearance.
That is, as long as the tracker follows the same ROI (i.e. no tracker re-
initialization is needed), we assert that these facial images belong to
the same face appearance. In this case, we use the following similarity
definitions:

M′
ij =

1; if Xi;Xj


 �
belong to the same face appearance

0; if Xi;Xj


 �
belong to the same frame

Mij; if none of the above is true;

8>><
>>: ð7Þ

where Xi and Xj denote facial image ROIs andMij the (i, j)-th element of
matrix M. This a priori information changes the structure of the
similarity matrix, as shown in Fig. 3. The white squares along the
diagonal ofM′ are due to facial image ROIs belonging to the same face
appearance. The two black checkered boxes along the main diagonal
are due to the fact that two facial image ROIs appear in the same video
frames. Therefore, according to Eq. (7), their modified MI is zero.
Naturally, these previously mentioned assumptions may fail, like in
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Fig. 2. Similarity matrix M for three different actors in 941 detection.
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Fig. 3. Robust version M′ of the same similarity matrix M as depicted in Fig. 2.
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the case where multiple versions of a face appear in the same video
frame (e.g. when a mirror is used or the same actor plays more than
one role). However, such cases occur very seldom. When the tracker
erroneously stops tracking one person and starts tracking him/her
again after a while (e.g. after an occlusion), M′ does not fully exploit
the tracking information. However, even in this case, this is not a
major problem, since the valueMij is already high, if facial images Xi, Xj

belong to the same person (but not to the same face appearance).
Finally, we define the so called global similarity matrix W, whose
elements Wij contain global similarity information between facial
images Xi, Xj:

Wij
Δ¼ exp − d i; jð Þ

σ2

� �
; ð8Þ

d i; jð Þ Δ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑
N

k=1
M′

ik−M′
jk


 �2

s
; ð9Þ
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Fig. 4. Visualization of three ro
where σ is an appropriate chosen parameter. In our experiments we
used several values of σ, with the value σ=0.1 yielding the best
clustering results.

Each row M′i, i=1,..,N of matrix M′ describes the similarity of
the facial image Xi towards all others. If images Xi, Xj belong to the
same person, it is expected that they will have the same similarity
values M′

ik≃M′
jk, to all other images k=1,..,N with k≠ i and k≠ j. In

this case, their global similarity isWij=1. If the images Xi, Xj belong to
different persons, then in generalM′

ik≠M′
jk for k=1,..,Nwith k≠ i and

k≠ j. Then d(i, j) is large and thus Wij tends to 0. Therefore, matrix W
contains a more global image similarity information rather than that
of matrix M′ that contains similarities between pairs of facial images.
Hence, W is expected to provide better clustering results, since two
facial images belonging to the same person may be dissimilar (in the
sense of MI image similarity), but they may both be similar to the
same third image. As an illustrative example of this concept, we can
consider a left 3/4 and right 3/4 pose of the same face, that may be
quite distant in terms of MI similarity. These two facial images,
though, have a big mutual information value with a frontal image
which belongs to the same person. Thus, these two visually distant
facial images are linked in the global similarity matrixW. In Fig. 4, we
have plotted three matrix rows of the M′ matrix, two from facial
images belonging to the same person (Face1 and Face3) and one from
facial images belonging to a different person (Face2). Ideally, the
similarity values M′

Face1k and M′
Face3k should be identical and different

from M′
Face2k for k=1,..,N. However, this is not the case always. For

instance, for k=371,..,447, the values M′
Face2k are closer to M′

Face3k

than M′
Face1k to M′

Face3k. However, Face2 and Face3 are still globally
more distant. This is manifested by the fact that WFace1Face3 is much
greater than both WFace1Face2 and WFace2Face3. Thus, the face clustering
algorithm using W will correctly cluster together Face1 and Face3
facial images.

3. Spectral graph clustering

The global similarity matrix W corresponds to a similarity graph,
whose nodes k=1,..,N are the facial images to be clustered and the
similarities Wij corresponds to the graph edge weights. We use
spectral graph theory, in order to cluster the similarity graph. To do so,
we create the associated combinatorial Laplacianmatrix L = D−W of
the similarity graph, where D is the diagonal matrix with
Dii = ∑j Wij. The eigenanalysis of matrix L provides useful informa-
tion about the graph structure. It can be shown that L is a positive semi
definite matrix, and therefore, all eigenvalues are not negative, a fact
that will be used for faster eigenvalue calculation [29].
00 600 700 800 900 1000

Face Index

atrix Rows

Face 1 Actor I 
Face 3 Actor I 
Face 2 Actor 2

ws of similarity matrix M′ .



Fig. 5. The partitioning process of the facial image similarity matrix of the XM2VTS image data set.
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Fig. 6. XM2VTS facial images.

Fig. 7. Facial similarity martix for the XM2VTS database.
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3.1. Normalized cut clustering

In order to cluster the facial images, we use the normalized cuts
method proposed in [9]. More precisely, we use the recursive two-
way N-cut algorithm [9], which, in summary, consists of the following
steps:

1. Calculate the matrices W, D and L as previously described.
2. Calculate the median Med Wð Þ Δ¼med med Wij; i = 1; ::;N

� 	
; j = 1;

�
::;Ng. If Med Wð ÞbT , then continue recursion else Goto step 6.

3. Solve Lv = λDv.
4. Use the eigenvector with the second smallest eigenvalue to

bipartition the global similarity matrix W into W1 and W2 based
on the signs of the eigenvector coefficients.

5. Recursively repartition the subgraphs from step 1, with W = W1

and W = W2.
6. Return the facial image clusters extracted from all recursions.

The aforementioned algorithm will result in a subdivision of the
initial graph into disjoint clusters, according to a predefined threshold
T. If the median of these entries is big, then the facial images
participating to the creation of the global similarity matrix belong to
the same person. In [9], many other approaches are proposed in order
to stop recursion. It has been noted that the threshold value is highly
sensitive to facial pose and illumination changes. In such cases, the
dispersion of the facial image class corresponding to one person is
very large to be accommodated by the methods employed in this
paper (i.e. global similarity matrix, use of HS color space) and is prone
to produce more clusters for the same person. Although, it was not
possible to determine this threshold in an unsupervised way, this fact
was not a major drawback to the whole framework. We can also
provide an interval for the threshold T, where the clustering process
performs better for all experiments we have conducted. Furthermore,
the N-cut clustering algorithm has much less computational com-
plexity than then calculation of the global similarity matrix W. Once
we have estimatedW using Eqs. (5), (8) and (9), we can easily cluster
it for different values of the threshold T. Each clustering run costs
merely few seconds (typically 1–10 s) on a Pentium 4 3.0/GHz with
1 GB of memory. In Fig. 5, we can see the different steps of facial
clustering for a particular value of threshold T. We see that, initially, all
facial images corresponding to 7 distinct persons (ideally each
forming one cluster) contribute in the similarity matrix thbfW. In
the first iteration step, the facial images of a single person already
create their own cluster. In the second step, another cluster is created
corresponding to a single person. At step 3, two clusters are formed,
one containing facial images of two persons and another one
containing facial images of three persons. These clusters are split in
one person clusters in subsequent steps.

As we have to calculate and solve the eigenvalue problem
Lv = λDv at every recursion, the algorithm is expected to be
relatively slow. In order to tackle this problem, we use the Lanczos
method, which is derived from the well known Implicitly Restarted
Arnoldi (IRA) method [30]. This is possible due to the fact that the
eigenproblem solution errors do not influence the sign of the
eigenvector coefficients that are subsequently used to bi-partition W.

Finally, as mentioned before the time complexity of the similarity
matrix calculation is the task consumingmost of the time in thewhole
framework. In order to give some insight of the time consumed in a
real movie, we have calculated that we need approximately 0.01 s in
order to calculate the similarity between two images. For a real movie

image of Fig.�6
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Fig. 8. F-measure for different clustering thresholds T for the XM2VTS database.
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we have approximately 104 detections. Overall we need to calculate
108

2
similarities. This results in approximately 6 days to calculatethe

similarity matrix.

4. Experimental results

In this section, we shall describe first the evaluation framework of
our algorithm. A very good review for several clustering performance
metrics is presented in [31]. In our case, we have chosen the F-measure,
which combines the precision and recall measures used in information
retrieval. Let P represent a facial images set and let C={C1,…,CK} be a
clustering of P. Moreover, let C⁎=C1⁎,…,CL

⁎ be the cluster ground truth.
Then the recall of cluster j with respect to cluster i, r(i, j) is defined as
jCj∩C⁎i j
jC⁎i j

, where |⋅ | is the set cardinality. The precision of cluster j with

respect to cluster i p(i, j), is defined as
jCj∩C⁎i j
jCj j

. The F-measure combines
both values as follows:

Fi;j =
2

1
p i; jð Þ +

1
r i; jð Þ

=
2p i; jð Þr i; jð Þ
p i; jð Þ + r i; jð Þ : ð10Þ
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Fig. 9.Number of clusters produced for different clustering thresholds T for the XM2VTS
database.
The overall F-measure of clustering then is given by:

F = ∑
L

i=1

jC⁎i j
jP j ⋅ max

j=1; ::;K
Fi;j

n o
: ð11Þ

We can easily note that a perfect fit between the face clustering
results and the ground truth leads to an F-measure score F=1. The
F-measure uses ground truth information. Other measures, like the
Dunn and Davies–Bouldin indices [31], can be used, in order to
evaluate the cluster compactness, when ground truth is unavailable.
We believe that cluster compactness provides limited information
in the case of face clustering, since facial images of the same person
can be quit distant visually, as well as in terms of mutual infor-
mation (e.g. due to pose change), but close to each other
semantically. This results in a low cluster compactness. For this
reason, measures based on the clusters compactness are inappro-
priate for our experiments. We have seen that, for practically the
same F-measure, the cluster compactness varies considerably in
different facial images sets.

We have conducted two sets of experiments for assessing the
performance of the proposed algorithm. We have first tested it with
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Fig. 11. Number of produced clusters for different clustering thresholds T for facial
images of the movie “Two weeks notice”.
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Fig. 12. Samples of facial images with pose variations that are correctly clustered in one cluster.
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the facial videos extracted from the XM2VTS database [13]. We have
chosen two talking heads videos of 7 persons shown in Fig. 6, each
video having 25 frames for each of the 7 persons (a total of 350 facial
images). The faces were detected and subsequently tracked in these
videos using the face detection/tracking algorithms described in [32].
The face detector/tracker produced ROIs of a mean size of 284×284
pixels. Fig. 7 visualizes the produced similarity matrix M′. Note that
Fig. 13. Samples of facial images with illumination var
some facial images belonging to the same person but to different video
clips are easily distinguished fromothers in the similaritymatrixM′, as
can be seen from the off diagonal gray squares. The face clustering
algorithm produced 7 separated clusters using a threshold T in the
range [0.04,0.23]. The resulting F-measure was 1. Thus, the face
clusteringwas perfect. The fact thatwe employed relatively large facial
images explains the required computation effort (approximately 4 h
iations that are correctly clustered in one cluster.
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Fig. 14. One cluster resulting from the N-cut algorithm when using the similarity matrix M′ .
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on a Pentium 4 3.0/GHz with 1 GB of memory). Most of the
computation timewas consumed in the hue/saturationMI calculation.
In Fig. 8, we can see the results of the F-measure for different clustering
thresholds. For a certain range of thresholds T∈ [0.04,0.22], we
achieved perfect clustering (F=1) and the correct number of clusters
k=7, as shown in Fig. 9.

The second experiment was conducted on 16 video clips that were
parts of 16 movies. The last 10 movies were part of the Hollywood
database [33]. We have manually created ground truth data for each
movie clip. Approximately 2000 frames from each movie were used,
totaling 34,536 video frames. Shot cut detection was performed first
[6], in order to assist the face tracking algorithm as described in [28].

Weworked on each video independently.We shall describe in detail
only the results for one video, as the face clustering procedure was
identical for all 16 videos. For the video “Two weeks notice”, the face
detection/tracking process produced a total of 15 face appearances
(consecutive video frames containing faces)having in total 941detected
facial images. Three different actors appear in these facial images. We
Fig. 15. One cluster resulting from the N-cut alg
produced ground truth data consisting of four clusters, one for each
actor, plus one extra “garbage bin” cluster containing the false
detections of the detector/tracker. In this test case, the facial images
had amean bounding box of 114×114 pixels. The experiment required
approximately 6.5 h to run on the previously mentioned computer.
Figs. 10 and 11 show the F-measure and the number of produced
clusters respectively, for different clustering thresholds, respectively.
The best results were achieved for threshold T=0.06 (F=80.54%, 7
clusters produced for 3 actors). We see that the face clustering results
are sensitive to the threshold choice. This is expected, since we have
large facial image similarity dispersion within each facial image class,
e.g. due to pose variations and illumination changes, as can be seen in
Figs. 12 and 13. Most of these variations are handled by using the global
similarity matrix W instead of M′, as discussed earlier. However, some
pose changes are too large to be accommodated by usingW. In this case,
it is easy to run the face clusteringfor several T and choose larger
threshold values that lead to more clusters that are compact and
correspond to particular poses of the same actor.
orithm when using the similarity matrix W.
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Fig. 16. One cluster resulting from the N-cut algorithm when using the similarity matrix M.

Table 1
Comparison of the F-measure between different clustering methods.

Clustering method XM2VTS data set Movie data set

N-cuts 100% 80.54%
k-means (for 7 clusters) 87.53% 67.53%
Fuzzy c-means (for 7 clusters) 92.64% 70.64%
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We have also tested the assumptionmade in Section 2 that the use
of W outperforms that of the M′ matrix, due to the fact that it
introduces a more global similarity criterion. Examples of facial image
clusters produced by M′ and W can be seen in Figs. 14 and 15,
respectively. It is clearly shown in Fig. 14 that the produced cluster has
many errors (i.e. facial images from different actors), while a robust
cluster of one actor is displayed in Fig. 15. In both cases the N-cut
algorithmwas employed with the same threshold T. As a result, the F-
measure is 80.54% when using the matrix W, instead of 72.33% when
using M′. A comparison between M and M′ has been made as well in
order to provide evidence that M′ provides better results than the
original matrix. As a result, the F-measure is 65.54% when using M.
Examples of facial image clusters produced byM can be seen in Fig. 16.
The main drawback of using M is that of splitting clusters in many
parts. As can be seen in Fig. 16, there are only few facial images of the
same actor clustered together.
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Table 2
F-measure of the N-cut clustering method for various movies.

Movie used F-measure Optimal
threshold

Actors really
involved

American beauty 83.22% 0.05 2
Two weeks notice 80.54% 0.06 3
Platoon 74.63% 0.02 7
Jackie Brown 79.32% 0.06 2
Cold Mountain 82.01% 0.09 5
Analyze That 81.27% 0.06 4
Bring out the dead 89.42% 0.03 3
Dead poets society 98.30% 0.03 7
Indiana Jones & the last crusade 91.72% 0.05 4
Kids 92.74% 0.02 3
Lost highway 94% 0.02 10
Mission to Mars 83.74% 0.05 4
The pianist 92.37% 0.04 5
Pulp fiction 100% 0.06 2
I am Same 100% 0.02 3
Erin Brokovich 100% 0.06 4
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Fig. 18. Number of produced clusters for different clustering thresholds T for facial
images of the movie “Two weeks notice” when using the ISO-MI as similarity criterion.

704 N. Vretos et al. / Image and Vision Computing 29 (2011) 693–705
Ourmethodwas compared to other clusteringmethods, namely k-
means and fuzzy c-means [34] on the previously described data sets.
In order to perform such a test, we assumed that each row of the
matrix W forms an N-dimensional feature vector that can be used in
the k-means and FCM algorithms (N=350 for the XM2VTS ex-
periment and N=941 for the “Two weeks notice” one). The results
are summarized in Table 1, where it can be clearly seen that the
proposed algorithm outperforms the k-means and FCM algorithms.

Furthermore, in the k-means algorithm we need to predefine the
cluster number, which is not the case for the N-cut algorithm.

After testing the proposed N-cut method on all movies, using the
same procedure, we produced the results shown in Table 2.
Approximately 1000 facial images per movie were used. The average
F-measure obtained is around 80%, which indicates a very good
performance in face clustering.

In order to compare our image similarity criterion to other ones,
we have conducted experiments using a different MI-based similarity
measure, the so called iso-contour mutual information (ISO-MI) [14].
The aforementioned technique is a geometric approach for determin-
ing the probability density function of the image intensities. The
authors claim that this method overpasses problems in the calculation
of the joint entropy arising from the geometrical transformation of the
two images. In order to test our framework with this technique we
have implemented this similarity criterion in our proposed approach.
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Fig. 17. F-measure for different clustering thresholds T for facial images from the movie
“Two weeks notice” when using the ISO-MI as similarity criterion.
Results are depicted in Figs. 17 and 18, showing that the ISO-MI
similarity measure produces much lower F values than the proposed
hue/saturation MI measure shown in Fig. 10.

The main reason that this image similarity measure fails is the fact
that it is based on image luminance. Another issue with the approach
[14] is its computational complexity. It took more than 20 h to
calculate the similarity matrix M, in contrast to the 6.5 h using the
hue/saturation MI (Eqs. (5), (8), (9)) in the “Two weeks notice”
experimentation video (i.e. 941 detected facial images).

Finally, when compared to other face clustering approaches, like
the ones in [2] and [3], our method provides a fully automated
framework, in contrast to these approaches. For instance, in [2], a
training phase is performed to calculate the prior probabilities of the
transformation parameters. In this phase, this algorithm needs man-
ual eyes and mouth detection.

5. Conclusions

In this paper, we have described a face clustering algorithm that
can be very helpful in semantic video analysis, e.g. in detecting dialogs
or finding the principal actors in a movie. We have employed the
mutual information in the HS domain as color facial image similarity
measure. We demonstrated that the use of a global similarity measure
of a facial image to a group of facial images outperforms the use of the
simple image-to-image similarity. Our experimental results have an
average F-measure of 80% in commercial movie clips, which shows
that the proposed method can indeed be used in semantic movie
analysis.

In future work, we shall concentrate our effort on improving the
clustering procedure. More specifically, we shall investigate the
automatic calculation of the clustering threshold value. Furthermore,
we believe that the main drawback of the proposed method is its
computation load due to the hue/saturation MI calculation. Therefore,
we shall orient our work so as to minimize the computation effort
needed to calculate the hue/saturation MI matrix M.
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