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applications, e.g., by providing “anthropocentric* semi@n
Abstract information for the characterization, summarization,eixidg

) o o ~and retrieval of multi-view and 3D data, or for the detectidn
In this paper a new multi-view/3D human action/interactiofy, ,sual activities in video surveillance systems.

database is presented. The database has been created using

a convergent eight camera setup to produce high definiti&gveral taxonomies have been proposed to aid the analysis of
multi-view videos, where each video depicts one of eigh¢man motion [1, 3, 4, 11]. Inspired from these taxonomies
persons performing one of twelve different human motior¥ée propose the taxonomy shown in Figure 1. In the lowest
Various types of motions have been recorded, i.e., scetl, a dyneme is the most elementary constructive unit of
where one person performs a specific movement, scefwdion, while one level above, the movement is a unique
where a person executes different movements in a succesSRfHence of dynemes with some contextual meaning, e.g., a
and scenes where two persons interact with each otheglking step. In the corresponding literature, human égtiv
Moreover, the subjects have different body sizes, clothifgFognition and human action recognition have been ofted us
and are of different sex, nationalities, etc.. The mukiwi interchangeably, i.e., to declare an algorithm that retzegn
videos have been further processed to produce a 3D méslgequence of movements, e.g, several steps of walk, run,
at each frame describing the respective 3D human bo6iE.- For this reason, at the next level of the hierarchy, we
surface. To increase the applicability of the databas&se both the above forms to define the type of human motion
for each person a multi-view video depicting the persdhat consists of a sequence of movements. The activitpfacti
performing sequentially the six basic facial expressio¥ walking that consists of several walking steps is such an
separated by the neutral expression has also been recordeggmple. In the same level of the hierarchy we also place

The database is freely available for research purposeddman interactions despite being usually more complex than
actions. Within this set, we may have interaction of a person

with his environment, interaction between two or more peppl
or, in the most complex scenario, interaction of a group of
people with each other as well as with their environment.
The vast majority of the human action recognition methods ugV/ithin interactions, people may perform single movements
single-view video sources and pose the requirement that tresequence of movements, which may constitute specific
human is captured from the same viewing angle during badhtivities. To depict the latter relation, a line is drawonfr

the testing and training stage, e.g., all walking videosukho the set of interactions to the set of activities.

depict the lateral side of the human. Experimental resait® h
shown that these algorithms can tolerate only a small dewiat
from the training view angle, and are susceptible to partial

1 Introduction

Human Motion

occlusion. Consequently, it is expected that full view nieat /\

action recognition, robust to occlusion, will be much more Action/Activity —— Interaction

feasible through algorithms based on multi-view videosor 3

posture model sequences. T
Movement

Multiple view video and 3D technology is currently attraxcfi
growing attention in several disciplines, for instance the !
entertainment industry [8], where it can be used to provide
high quality multi-perspective viewing experiences and 3D
scene/actor reconstructions for digital cinema movies and
interactive games, in security applications [20], for viewigure 1: Human motion taxonomy.
independent non-invasive event detection, and in othexsare

Human action recognition could play an important role inhsuc
The most recent survey regarding human action recognition

Dyneme




using video sources is reported in [23]. Here we providegenerate artificial multi-view video data and 3D body models
short review of existing multi-view video databases as wsll from the motion capture data, e.g. as done in [9]. Table 1
of the most popular single-view databases used for theitigainprovides a concise summary for the reported 3D and multi-
and evaluation of human action recognition algorithms. Niew databases.

what concerns single-view databases, wo publicly avm""abl'he limited public availability of multi-view or 3D actiwt

ones, the Weizmann [10] and the KTH [19] database, haHetabases is definitely a factor that hampers the develdpmen

been widely used for the evaluation and comparison Q S . S ; X
) : . . . . of multi-view algorithms in this area. In this paper we déser
single-view video human action recognition algorithms.eTh . ; - .
- . . . .a new publicly available database for the training, verifra
Weizmann database contains low resolution videos of nine

ersons performing ten actions, namely, "walk”, "run”, iisk and evaluation of multi-view/3D human action recognition
b P g ' Y. ' ’ algorithms, hoping to aid in the development of this redearc

gaIIoP §|dew?y§ . Jump jack?, jume forW'?}rd » Jump-In topic. This database contains eight-view videos as well as
place”, "bend”, "wave with one hand” and "wave with two

hands’. Additionally, it contains twenty "robustness” gi, their associated 3D posture model sequences (in the form of

depicting a person walking under various scenarios e_tri.angle meshes) for twelve natqral actions and interasyio

behind an obstacle, carrying a bag, etc.. The KTH da,tab glgary body masks are also provided f.or.all frames and VIEWS.

includes 25 person,s and six actior,15' walking”, “jogging” e database has been developed within the European Union
i ’ R&D project i3DPost and thus bears its name. To the best of

running”, "boxing”, "hand waving . and hand_ clapping’. ?ur knowledge, this is the only multi-view/3D database that
Each person executed the same action several times under fou

different scenarios: outdoors. outdoors with scale viaiat provides interaction videos as well as videos describitigas

outdoors with different clothes and indoors. Thus, in tohal that contain more than one movements in succession.
database contains 2391 sequences.

) o o 2 Multi-view and 3D human action/interaction database
With respect to multi-view and 3D activity databases, many

researches have constructed their own databases forimgrifyn this section we describe the camera setup the database
their algorithms, eg., [12, 13, 16, 24, 27]. In [12, 13] tw&ontent and the processing steps followed in order to derive
orthogonally placed cameras are used for the creation othg respective binary body masks and the 3D posture models.
two-view database of seven actors and nine movements per . .

actor. Two cameras are used as well in [25] to record t el Studio environment and camera set up
frontal and lateral view for six different gymnastic actiee The studio where the database was recorded is equipped with
and fifty persons. In [16] a convergent eight camera setupegight Thomson Viper cameras, equally spaced in a ring of
used to create multi-view training videos for ten subjectd agm diameter at a height of 2m above the studio floor. An
ten actions as well as one interaction. In [27] six cameras &ven ambient illumination of around 4000 lux is provided by
used to record two subjects (male/female) performing @leven array of KinoFlo fluorescent tubes on the ceiling, with
different actions. The silhouettes of the subjects fromsilke flickerless operation and a consistent color spectrum. The
view videos are extracted and used to to compute the visgameras were positioned above the capture volume and were
hull of the human at each video frame and thus provide ta&ected downward to exclude the lighting from the field-of-
respective rough 3D human body models. All the abowgew. The cameras have a wid&° baseline to providg60°
described databases are not available to the public. coverage of a capture volume d¢fn x 4m x 2m. A blue-

A database that is available for a fee has been reported in (?:Jeen bSdeLOp was usgd lofacilitate fore(;_:;r_oug%sggDnlmgnétab_
and used to verify the algorithms proposed in [2, 14]. This 9Ur€ ). Human actions are captured in ) -bit

database, named full body gesture (FBG) database, conta%'r?slz format W|th1920 X 1080 resoluthn at 25Hz progressive
a total of 24 normal/abnormal actions and 20 persons. n. Synchronized videos from all eight cameras are redord

each recording, three types of data are provided, i_e_emeEncompressed direct to disk with eight dedicated PC capture

video data generated using 3 sets of stereo cameras, 3Drmo gres using DVS HD capture cards. Figure 3 shows an

capture data in the form of joint angle values over time for%{(ample of the captured multi-view videos.

skeleton model, and 2D human body binary mask sequengdiscameras were calibrated to extract their intrinsic €bc
created using the stereo cameras. The INRIA Xmas Motitgngth, centre-of-projection, radial distortion) and ragic
Acquisition Sequences (IXMAS) database, reported in [B8], (pose, orientation) parameters before shooting. To aehiev
probably the only publicly available multi-view/3D dataa rapid and flexible multiple camera calibration we use a
This database contains five-view video and 3D body modghnd-based calibration technique [21]. This techniquenal
sequences for eleven actions and ten persons. It has besifbration of studio camera systems in less than 10 minutes
used for benchmarking the algorithms in [15, 26, 29]. Anothevith an accuracy comparable to normal grid-based calimati
popular database used for the verification of 3D human actign N _ . _
recognition algorithms is the CMU database [6]. AlthougFamer_a calibration dgta are provided in an ASCII text filesTh
publicly available, this database contains only motiontaag ile defines the following camera parameters:

data (joint angles over time for a skeleton) a fact that i&@str {number of cameras =}8{distortion model = }

its usage [17, 18]. However, efforts have been made to



Database ||  Type || Contained action/interaction | #Motions || # Persons|| # Cameras]

walk

[25]

private || Gymnastic activities described in detail in the paper.

H Point to, raise hand, wave hand, touch head, communicatian gick up, kick, H 9 H 8 H 6

6 50

[16] [ private ][ Walk, jump, pick up, kick, kneel, squat, punch, turn, sit, egvandshake. | 11 [ 10 ] 8

|
‘ [12] ” private
I |

|
2
|

[27] private

Liftright arm ahead, Tift right arm sideways, Tift left armdeways and ahead, Tiff
left arm sideways, lift both arms ahead then sideways, drtipdrons sideways
lift both arms sideways, lift right leg bend knee, lift lefgi®end knee, lift right
leg firm, jump.

FBG [7] commercial

Normal actions: sitting on a chair, standing up from a chaalkmg in place,
bending torso at waist, raising the right arm, extending hianchandshake
bowing from waist, sitting on the floor, getting down on theofidying down

on the floor, waving the hand, running in place, walking fomvawalking

circularly.

Abnormal actions: falling forward (standing), falling bagrd (standing),
falling leftward (standing), falling rightward (standipdalling leftward (sitting

on the floor), falling rightward (sitting on the floor), failj backward (sitting
on the floor), falling leftward (sitting on a chair), fallimgghtward (sitting on a|
chair), falling forward (sitting on a chair).

3
24 20 (stereo
pairs)

IXMAS [28] “ public

Check-watch, cross-arms, scratch-head, sit-down, getemp;around, walk,
wave, punch, kick, pick-up.

-
[N
=
o
o

CMU [6] public The main categories are: human interaction, interaction wefhironment,

Motion capture data for 2605 trials in 6 categories and 23catdgories. mocap

locomotion, physical activities & sports, situations & sagos, test motions. data

i3DPost public up, walk - sit down, run - fall, run - jump - walk, two persons bahaking, one 12

Walk, run, jump forward, jump in place, bend, one hand waveJ@an - stand

person pulls another.

Table 1: Multi-view/3D human motion databases.

Figure 2: 3D Production Studio.

Figure 3: A single frame from the 8 videos.

then for each camera 00, 01, 02, ... 07

{image min row {max row} {min column} {max columr}
{focal lengthf,} { f,} {centre of projectior, } {c,}

The world coordinate frame for the cameras is defined on the
floor at the centre of the capture volume. The coordinate
system uses Y as the vertical axis.

{distortionk; }
{roo} {ro1} {roz2} The image plane of a camera has its origin at top left with
{r10} {r11} {r12} coordinates(u, v) corresponding to the (column,row) of an
{rao} {ra1} {re2} image pixel. The projectiorfu,v) for a pointx in world
{to} {t1} {t2} coordinates is defined as follows:
_ z. = Rx+t,
where in the above format dy = foxe[0]/ze]2],
roo To1 To2 to dy = fyx[l]/zc[2],
R=1| rio ri1 ri and t= | t;
oo T21 T2 to T= (d2 +d2),
are the camera rotation matrix and translation vector u = ¢ tde(l+kir),

respectively.

= Cy+dy(1—|—k11")



2.2 Database description walking in the same direction towards the edges of the studio

Using the camera setup described above, eight amateur?{fw frames of each action are shown in Figure 5.

females and 6 males), participated in 13 distinct recording
sessions each. Consequently, the database contains 4943 |nteractions
multi-view videos or 832 § x 104) single view videos. In

the following paragraphs we briefly describe each action Rlecognition of human interactions using multi-view or even
interaction. Next to the name of each action a two lenere”al%ingle-view videos is a relatively unexplored topic. To aid

is provided. research efforts in this direction, two multi-view intetiaa
videos have been recorded for each person in the database.
2.2.1 Activities containing instances of one specific The first type of interaction included in the database is "two
movement persons handshaking” (hs). In this scenario, two people are
outside the capture volume and start walking towards each
i_eo:cher. When they arrive in reach distance, they raise thad$ia

This category contains single movement activities, . . . )
activities where a person performs sequentially seve?aﬂd start handshaking for a short period of time. In the sgcon

instances of the same movement, e.g., several walking.stégj%racuon scenario, "one person pulls another” (pl), tiie

The activities of this type that are contained in the databa jects are now located CI.O se to eagh other, near the center
are "walk” (wK), "run’ (m), "jump forward” (if), *jump in of the capture volume. During recording, one of the persons

place” (jp), "bend” (bd) and "one hand wave” (hw). Regardin rabs the hand of the other and pulls him/her towards his/her
"walk” ”ru’n” and "jump forward”, the person is in.structedt ide. A few frames extracted from interaction videos arewsho

execute the activity from one side of the studio to the othé?, Figure 6.
through the center of the capture volume. For both "bend”

and "one hand wave” the person is in neutral position (i.e2
"standing still") in the center of the capture volume. Foe th
former, the person bends to pick up from the ground a fictio
object and returns to the initial position, while for thetéatthe
person is waving to a fictional person located at the sideef
studio. Several frames for each action are depicted in Eigur

2.4 Facial expression sequences

IE(Iefore the recording session, each person watches a video
tWhere a trained actor is performing the six basic facial
expressions. Afterwards, the subject is positioned at tlye e
of the capture volume, facing a specific camera, and he/she
is instructed to sequentially execute the six facial exqices
2.2.2 Activities containing instances of different Separated by the neutral expression, i.e., the personrpesfo
movements the following sequence of expressions: neutral - anger -
neutral - disgust - neutral - fear - neutral - happiness -maéut
For the investigation of more complex scenarios as well as th S2dness - neutral - surprise. During recording, all or at
study of human body dynamics involved during the transitid@@st & large portion of the facial surface is captured from
from one movement type to another, four activity videod€ five neighboring cameras in front of the subject. Due
that contain instances of different movement types have bd@ the high resolution of the recorded videos the number of

recorded for each subject. These activities are the foligwi PiXels on the facial area is sufficient high (approximatlg0
"sit down - stand up” (ss), "walk - sit down” (ws), "run - Pixels). Figure 7 depicts a few frames extracted from a facia

fall” (rf) and "run - jump - walk” (rw). In the first activity e.xpres.sion multi-view video, where a sgbject captgred from.
scenario, "sit down - stand up”, the person is initially irutral five adjacent cameras poses the expression of happines$s, whi
position ("stand still"), positioned at the center of theotae the cropped facial regions for the frames produced by the
volume and slowly bends his/her knees in order to take tR@Mera that captures the frontal facial view are depicted in
"sit down” position. He/she stays in this position for a feWrigure 8.

seconds and then slowly returns back to the neutral positi
In the other activities the subject is placed in neutral fasi
in some distance outside the capture volume and then stdite captured videos are provided either as a set of images (on
moving heading towards the center of the volume. Regardipgr frame) or in uncompressed avi format and are archived
the activity "walk - sit down” the person passes through thgith the following naming convention: “pppaccc.avi’,
center of the capture volume and before reaching the boredrere "ppp” declares the name of the person in the video, aa
of the volume executes the "sit down” movement. In thdenotes the performed action in the video (in the two letter
"run - fall” activity, short after entering the capture vahe, format described in the previous sections) and "ccc” is the
the subject is supposed to encounter a fictional obstacle amdex of the camera in the camera setup, e.g.,.bdk001.avi”

acts like losing his/her balance and consequently fallmgrd denotes that the video was captured by camera one and
Finally, concerning the activity "run - jump - walk” when thedepicts "nik” performing the movement bend. The raw video
person reaches the center of the capture volume executes adata were preprocessed to further increase the appligabili
instances of the "jump in place” movement and then continuet the database. Background substraction was applied by

Y3 Multi-view video preprocessing



Figure 4: From top to bottom row, five frames of the following actions sihhown: "walk” (wk), "run” (rn), "jump forward”
(i), "jump in place” (jp), "bend” (bd), "one hand wave” (hw)

-
A

Figure 5: From top to bottom row, five frames of the following actions stnown: "sit down - stand up” (ss), "walk - sit down”
(ws), "run - fall” (rf) and "run - jump - walk” (rw).

thresholding on the blue channel in order to produce bina?2y4 3D posture model reconstruction
mask sequences. These videos were archived witrsk”
appended to their name, e.g., "rikl 001 msk.avi". Each
binary mask frame was further preprocessed to produce b
posture regions of interest (ROIs) which contain as muc
foreground as possible. Due to the different size of the R®Is
Matlab structure for each video was created and stored as Miat
file. The extension_foi” was added to the name of the videoshape-from-silhouette (SFS) in Fig 9 is a popular technfque
in this case, e.g., "nilbbd_001 roi.mat". scene reconstruction due to the simplicity of the recorsitvn
algorithm and the robust nature of shape recovery in the

The 3D posture model reconstruction is divided into several

ps. First, the silhouettes are used to derive the viwulhl-
géﬁe visual-hull defines an upper-bound on the true volume
of the scene and so constrains the feasible space for surface
nstruction.



Figure 6: From top to bottom row, five frames of the following actions sinown: "two persons handshake” (hs), "one person
pulls another” (pl).

Figure 7: At the five top rows, five frames depicting the same persomutmgcehe facial expression of surprise taken from five
different cameras is depicted. The cropped facial regioddpicted for the frames produced by the camera that captimes
frontal facial view.

Figure 8: Cropped facial regions corresponding to the frames produlog the camera that captures the frontal facial view
(middle row in Figure 7).

case of a studio setting where the foreground can be reliablyncavities are not represented and phantom volumes are
and consistently extracted from a known fixed backgrounidcorporated into the recovered surface.

However, SFS only provides an upper bound on the volume of

the scene. Concavities that are occluded in silhouettelscnreIn our case, the scene is finally reconstructed as the surface
) witra'n the visual-hull that passes through the surfaceufest

reconstructed, appearance is not matched across images an L . .
while maximizing the consistency in appearance between

phantom false-positive volumes can occur that are Com'St\e/iews [21,22]. Once the extent of the scene is defined by

with the image silhouettes. Figure 10 shows the recongiduct ; )
. . . . : : reconstructing the visual-hull, surface features are heic
visual-hull from multiple silhouette images in which suréa



Camera Ct

Camera C3

Camera 2

Figure 9: Shape-from-Silhouette.
(a) Graph for a 2D (b) Graph for a 3D

image structure

Figure 11: Graph-Cut.

Figure 10: Results by SFS.

between views to derive constraints on the location of teesc ]

surface. Surface features correspond to local discotitssui Figure 12: Results of surface refinement.

in the surface appearance and candidate features aretedtrac

in the camera 'mages using a Can_ny—Derlche edge d_ete 95viding the global optimum that maximizes the correlatio
Each feature_ contou_r in an image is then matched with t 8t¥veen views on the final surface [5].

appearance in an adjacent camera view. The connected set 0

pixel correspondences are then derived in the adjacent viginally, the surface for the scene is extracted from themelu
that maximizes the image correlation for the feature cantoteconstruction as a triangulated mesh. Mesh vertices are
Correspondence is verified by enforcing left-right coresisy derived to sub-voxel accuracy using a local search to maemi
between views such that a feature pixel in one cameraifidage consistency across all visible cameras. Figure 1&ssho
required to match a feature pixel in an adjacent camera witlthe result of surface reconstruction.

reciprocal correspondence.

However, the feature reconstruction provides only a sparse Database application example: View-invariant human
set of 3D line segments that potentially lie on the scene 2ctivity recognition from multi-view video
surface. Dense surface reconstruction is then performeden | this section we use a part of the database to evaluate

the volume defined by the visual-hull. We use a globghe performance of a view-independent activity recognitio
optimization approach by discretizing the volume and inggt gigorithm that resulted by extending a single-view method

reconstruction as a maximum-flow/minimum-cut problem ggypjished in [9], thus, providing an example applicatiornh
a graph defined in the volume. Surface reconstruction agj@apase.

network flow problem on a graph is illustrated in Figure 11.
Each voxel forms a node in the graph with adjacent voxedsl View-invariant human movement representation

connected by graph edges between a source (blue) and Wek assume that a convergent camera setuys) afameras

(red). Edges are weighted by a cost defined by the consistency. - = i one described in section 2.1, is used to create

A . . |
in appearance between camera images. The maximum fE)t\JNmam movement videos and that the procedure described in
on the graph saturates the set of edges where the cost 1S . ; . .
L . ) S ' section 2.3 is applied to create the respective body mask ROI
minimized and the consistency is maximized. The final serfag Lences
can then be extracted as the set of saturated edges cuting o '

graph. Efficient optimization methods exist using graptscu The mask sequences that depict a person executing the same



movement more than once are manually segmented in thenber of centroidg€’ and the fuzzification parametes are

temporal dimension to their constituting single movemeassumed known. Using the computed centroids, fuzzy vector

videos. The centroid of the body posture at each imagegsantization (FVQ) is applied to quantize the posture vscto

computed and each movement video is aligned with respegt; € R, ¢; ; = [¢..i ;], where,

to the body centroid and rescaled to the same siZé& of H )

pixels, wherd¥ is the width andH is the height of the image. (| Xij — ve |l2) ™= 3)

Let us denote the aligned and rescaled multi-view movement Zcﬂ(H Xij—V, Hz)ﬁ ' (

video as{xy }i—1,.1.q=1,..Q Wherex! e R is a vector = ’

of length f (FF = W H) created by scanning column-wise th&he j-th sequence is then represented by the arithmetic mean

i-th image of theg-th video stream,L is the length of the of its quantized postures,

movement video in frames, and the supersafiptenotes the .

3D posture captured from théth viewing angle, and should 1 &
S, > b

i=1

Peyinj =

(4)

not be confused with the camera index All the single-
view posture vectors referring to the same frame instanee ar
concatenated to produce the so called multi-view postw®ve The labelling information can be further exploited to reltioe

x¢ € RFQ: dimensionality of the feature vectors using linear disamiant
T analysis (LDA. Assuming that € RE* %1 is the projection
xd = X?’ITV“,X’&B’Q)QT 7 1) matrix computed using LDA the final representation of the

video isz; = ¥'s;. Therth movement type can then be
represented by the mean of all feature vectors belongirtggo t

where (), denotes the modulo Q operator andis the .
movement type, i.e.,

(unknown) view index for the first camera. Obviously, sinc

the subject may move freely within the view volume, the ") 1
problem of view correspondence, i.e., which view of the ¢ = o, zj . )
3D human body, denoted by the indéxis captured by the zj €Ur

g-th camera, does not allow us to train a movement ClaSSifWﬁereL{T denotes the set of the videos belonging to the
using directly the multi-view posture vectors. To solvesthiyy class andD, is the cardinality of ther-th class. During
PElOb'em' we observe that all) possible configurations, recognition, the feature vector of the test video is retrignand
xj,d = 1,...,Q, of a multi-view posture vector can bey cosine similarity value between the test feature vectdr an
obtained by block circularly shifting its elements, with &ach movement prototype vector is computed. Subsequently,
block corresponding to a single-view posture vector. Bye test video is classified to the class represented by the

denoting the elements of a multi-view posture vector Fototype that produced the maximum cosine value.
zt(n),n=1,...,N, (N = QF), this circular shifting can be

formally written ase? (n) = z! ((n — |k — I|F) ), where| - | 3.3 Experimental evaluation of the method on the i3DPost
denotes absolute value. Based on this observation, the view database

correspondence problem can be implicitly solved using t
magnitude of the discrete Fourier transform (DFT) coeffitse

of the multi-view posture vector:

t]% evaluate the performance of the proposed methods 40-multi

view videos were selected from the i3DPost database. More

specifically, the videos of all eight persons for walk (wk),
N-1 , run (rn), jump in place (jp or jumpl), jump forward (jf or

Zi(k) =1 af (n)exp?>™" |, k=1,...,N, (2) jump2) and bend (bd) were utilized. The above movements
n=0 are described in detail in section 2.2.1.

Concatenating the above coefficients to form the ve&lor For the evaluation of the algorithm the leave-one-outsros
a view-invariant representation of the posture is consdic \/5idation (LOOCV) procedure is used. At each LOOCV
Thus, a movement is described with the respective sequegggle, the multi-view video of a specific person executing a
{Xi}i=1.....L,, where the superscrigithas been dropped as thisspecific movement is used as a test video, and the rest of the
representation is view-invariant. videos in the database form the training set. The trainidgas

are preprocessed as described in section 3.1 to producefa set
movement sequencés; ;,y; }, and subsequently to learn the
Let &/ be an annotated database of multi-view movememovement prototype$”) as described in section 3.2. During
sequencesx; ;,y; } belonging to one oR classes, where thetesting, if necessary, the test video is manually segmeantitsi
vectorx; ;, described in the previous paragraph, represents ttanstituting single period movement videos and each of them
i-th frame of thej-th movement sequence apgde [1,..., R] is classified. The final decision for the entire test videalieh

is its label. using majority voting.

3.2 Human movement recognition

Without considering the labelling information, the fuzzy cSimilar to [9], the LOOCV procedure was combined with
means (FCM) algorithm is used to compute centroids, the global-to-local search strategy to identify the optima
ve,c = 1,...,C and partition the data t6' classes, where the parameters, which in our case ate = 20 andm = 1.1.



For these values, as shown in Table 2, only two videos wer] A. F. Bobick and J. W. Davis. The recognition of human

misclassified, while other two remained unclassified, g\en movement using temporal templatdsEE Trans. Pattern
90% correct recognition rate. Anal. Machine Intell. 23(3):257-267, March 2001.
wk [m | jf|jp [ bd] - [5] Y. Boykov and V. Kolmogorov. Computing geodesics
wk | 8 and minimal surfaces via graph cuts. 18CV '03:
m 7 1 Proceedings of the Ninth IEEE International Conference
if 7 1 on Computer VisionWashington, DC, USA, 2003. IEEE
ip 116]1 Computer Society.
bd 8

[6] http://nocap. cs. chu. edu.

Table 2: Confusion matrix for the five movements from thg7] htt p: // gest ur edb. kor ea. ac. kr.
i3DPost database. The last column corresponds to videds tha

remained unclassified. [8] M. Flierl and B. Girod. Multiview video compression.
IEEE Signal Processing Mag24(6):66—76, November
2007.

4 Conclusions [9] N. Gkalelis, A. Tefas, and |. Pitas. Combining fuzzy

It is expected that human action recognition algorithms Vector quantization with linear discriminant analysis

utilizing multi-view/3D videos will offer better recogmén for continuous human movement recognitionlEEE

rates than methods that use single-view videos. To fagilita ~ 17ans. Circuits Syst. Video Technol8(11):1511-1521,
the development of multi-view algorithms we have created a November 2008.

publicly available multi-view and 3D human action/intetfan [10]
database. This database contains videos of eight persdns-an
twelve actions captured from eight high resolution camdras
addition, a sequence that contains the basic facial eXpress

is recorded for each person, providing a total of 104 multi-
view videos. To increase the applicability of the databasgi] R.D. Green and L. Guan. Quantifying and recognizing
each multi-view video has been preprocessed to prOVide the human movement pa‘[terns from monocular video images-
respective binary mask sequence, posture ROI sequences as part I: A new framework for modeling human motion.

well as a 3D body mesh per frame instance. Our hope is |EEE Trans. Circuits Syst. Video Technol4(2):179—
that the database will serve as a testbed for the development 190, February 2004.

evaluation and/or comparison of human action recognition

L. Gorelick, M. Blank, E. Shechtman, M. Irani, and
R. Basri. Actions as space-time shapes.|EEE
Trans. Pattern Anal. Machine Intell29(12):2247—-2253,
December 2007.

algorithms based on multi-view/3D videos. [12] F. Huang and G. Xu. Action recognition unrestricted
by location and viewpoint variation. InProc.
Acknowledgements IEEE 8th Int. Conf. on Computer and Information
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the European Community’s Seventh Framework Programme
(FP7/2007-2013) under grant agreemeritini471 (i3DPost). [13] F.Y. Huang and G.Y. Xu. Viewpoint insensitive action
recognition using envelop shape. &th Asian Conf.
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