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In this paper we propose a new method for detecting boundaries between single
shots in video sequences using singular value decomposition (SVD). The method
relies on performing singular value decomposition on the matrix A, which columns
are reshaped 3D color histograms of the frames. We have used SVD for its capa-
bilities to derive a low dimensional re�ned feature space from a high dimensional
raw feature space, where the similar patterns are placed together and can be eas-
ily detected. The detection technique was tested on TV video sequences having
di�erent types of shots and signi�cant object and camera motion inside the shots.
The method can detect cuts and gradual transitions, such as dissolves and fades,
which cannot be detected easily using other methods.

1. Introduction

Shot boundary detection is the �rst preprocessing step to further analyze

the video content for indexing, browsing, searching, summarization, etc. 1.

Early work on shot detection mainly focused on abrupt cuts. A com-

parison of existing methods is presented in Lienhart 2. Gradual transitions,

such as dissolves, fade-ins, fade-outs, and wipes are examined in Drew et

al.
3 and Wang et al.

4. These transitions are generally more diÆcult to be

detected, due to camera and object motions within a shot. Their detection

is a very powerful tool for shot classi�cation and story summarization.

In a previous work, we used entropy measures for detecting abrupt cuts

and fades 5. In this paper, we develop a method for automated shot bound-

ary detection using singular value decomposition. The method relies on

performing singular value decomposition on the matrix A created by the

�Whis work has been supported by the European Union Research Training Network
\Methods for Uni�ed Multimedia Information Retrieval" (MOUMIR)

1



February 3, 2003 10:46 WSPC/Trim Size: 9in x 6in for Proceedings Cernekova_Wiamis2003

2

3D color histograms of single frames. By using SVD we are able to detect

dissolves which were not addressed in our previous work.

2. Singular value decomposition

The singular value decomposition (SVD) is a powerful linear algebra tech-

nique. The SVD of an M � N matrix A whose number of rows M is

greater than or equal to its number of columns N , is any factorization of

the form A = U�VT , where U is an M � N column-orthogonal matrix,

V is an N � N column orthogonal matrix, and � = diag(�1; :::; �R) is a

diagonal matrix with non-negative elements, with �1 � ::: � �R � 0 and

R = min(M;N). The values �i are the singular values, whereas the �rst

R columns of V and U are called the right singular vectors and the left

singular vectors, respectively.

3. Shot detection

In our approach, we calculated anM -dimensional feature vector ai for each

frame fi, i = 1; 2; : : : ; N . Using ai as a column, we obtained the matrix

A = [a1j:::jaN ]. As feature vector we chose the color histogram of each

frame. More speci�cally, we calculated the three-dimensional normalized

histograms in the RGB color space with 16 bins, for each of the R;G;B

color components. Thus, the dimensionality of feature vectors is M =

163 = 4096.

Using such a feature vector as a column we created the M �N feature

matrix A. Each feature is associated with a row vector of A of dimensions

1�N and each frame is described by a column vector of A of dimensions

M � 1. The column vectors of A, that is, the frame color histograms, are

projected onto the orthonormal basis formed by vectors of the left singular

matrix U. The coordinates of the frames in this space are given by the

columns of �VT .

3.1. Clustering

Performing SVD we project vectors from the M -dimensional feature space

to a K-dimensional (K << M) re�ned feature space, by preserving only

the K largest singular values of �. Let us call the resulting matrix �K .

Let us denote by evi = vi�K the projected frame histograms. Then each

column vector ai in A is mapped to a row vector evi. The truncated feature

space removes the noise or the trivial variations in the video sequence.
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The frames with similar color distribution patterns will be mapped close to

each other. From an analogy with the SVD-based document clustering and

retrieval, clustering of visually similar frames in the re�ned feature space

will certainly yield better results than in the raw feature space.

As a measure of similarity we have de�ned the angle between the row

vectors evi and evj :
�(fi; fj) = cos(evi; evj) = (evi � evTj )

kevikkevjk (1)

Using the similarity measure (1) we obtain values in the range [0; 1],

where 1 stays for identical frames. The more di�erent the vectors are, a

closer value to 0 is obtained.

To detect shots we are using a dynamic clustering method. The frames

are clustered into L clusters, fcig
L
i=1, by comparing their similarity measure

(1) to a threshold Æ. The clustering algorithm works as follows.

Initialization:

� It refers to the �rst two frames f1 and f2 represented by ev1 and ev2.
They form the cluster c1 by de�nition. The cluster mean is simply

m1 =
1

2
fev1 + ev2g: (2)

Recursion:

� Frame f3 is tested if it should be added to c1 or to become a seed

for a new cluster. We test if

�(m1; ev3) < Æ (3)

If the inequality (3) is ful�lled then we create a new cluster with

mean m1 = ev3. Otherwise, we include f3 into c1 and update m1

in the following way

upd m1 =m1 +
1

n1 + 1
d (4)

where a quantity d is given by d = ev3 �m1 and n1 is number of

elements in cluster c1.

� When frame fl is to be processed, we are interested in testing if fl
is to be included into the last cluster formed chronologically up to

the l-th time instant. Let us denote by cj this cluster. Then, we

test if

�(mj ; evl) < Æ: (5)
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In case (5) is satis�ed we create a new cluster cj+1 represented by

mj+1 = evl. Otherwise mj is updated after inclusion of evl
upd mj =mj +

1

nj + 1
d (6)

where a quantity d is given by d = evl �mj and nj is number of

elements in cluster cj .

The sparse clusters usually show the transition between the shots. Ac-

cordingly, from the obtained clusters, the dense ones are identi�ed and

associated to shots.

Homogenity of the obtained clusters is also examined based on proper-

ties of covariance matrix of the clusters

Sj =
1

nj � 1

njX
i=1

(evi �mj)(evi �mj)
0 (7)

After merging the frame with tested cluster the covariance matrix is

updated as follows:

upd Sj = Sj +
1

nj + 1
dd0 (8)

where d is d = evl �mj .

4. Experimental results

The proposed method was tested on several real TV sequences having many

commercials in-between, characterized by signi�cant camera e�ects.

Let GT denote the ground truth, Seg be the segmented (correct and

false) shots using our method and jEj be the number of elements (frames) of

a set E. In order to evaluate the performance of the segmentation method

presented in Section 3, the following measures, inspired by receiver operat-

ing characteristics in statistical detection theory 2;6 were used:

Recall =
jSeg

T
GT j

jGT j
Precision =

jSeg
T
GT j

jSegj
(9)

We have tested the method with several choices of K. Based on experi-

ments the best choice was shown to be K = 10. For this value the clusters

are separated well. By increasing K the data become more messy. The

static shots with small camera and object movements inside the shot are

projected to data with small dispersion, while shots with some action inside

the shot are projected to data with a large dispersion. Table 1 summarizes
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Table 1. Shot detection results using a �xed threshold.

video cuts gradual trans. global

Recall Precision Recall Precision Recall Precision

basketball 0.95 0.98 0.85 1.00 0.93 0.98

news 0.93 0.90 1.00 1.00 0.96 0.94

teste 1.00 1.00 1.00 1.00 1.00 1.00

football 0.96 0.96 1.00 1.00 0.97 0.97

the recall and precision rates measured for cuts, gradual transitions, as well

as for both of them using Æ = 0:9 and K = 10.

By varying Æ 2 [0:75; 0:98] we have obtained the recall- precision curve

shown in Figure 1.
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Figure 1. Recall-precision curve by varying the thresh. Æ.

The transition between two shots is shown as a path between two dense

clusters of points in the projected space in Figure 2. Therefore, we can

easily detect the transition.

We can also distinguish between transitions and shots with high camera

and object movements inside them. If we used any method based on his-

togram comparisons, which are the most common, we would hardly identify

movements inside a shot and transitions between two shots. Most of the

time, the motion inside a shot gives rise to false alarms. Using SVD, we can

distinguish between the motion and transition and avoid the false alarms.

5. Conclusions and discussion

A new technique for automated shot transitions detection using singular

value decomposition was presented. In the clustering phase two measures

of cluster homogenity were examined, the mean value and covariance matrix
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Figure 2. By using the �fth and sixth dimension of the projected frame histograms we
can successfully detect the dissolve in sequence \teste" .

of the cluster. The method is able to detect well the dissolves which we did

not address in the previous work with the entropy measures. The reported

results are promising. However, using a �xed threshold in the dynamic

clustering method yields some de�ciencies. False detections occur for shots

with big motion, because the clusters are more spread and a �xed threshold

cannot preserve all frames in the same cluster. We intend to improve the

clustering method by employing an adaptive threshold which would vary

based on the density of the frames in the space and by introducing criteria

for a possible merging of clusters.
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