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ABSTRACT be able to operate in a hostile environment and thus robust-
ness to malicious manipulations, which is not central tdeon
based image retrieval, should be taken into account. Kinall

a replica detection system should be able to return no mstche
in response to a query whereas in most cases a CBVR system
always returns one or more matching videos.

A novel color-based two-step, coarse-to-fine video reptiea
tection system is proposed in this paper. The first step usBs a
tree in order to perform a coarse selection of the databaige (o
inal) videos that potentially match the query video. A tnain
procedure that utilizes attacked versions of the databdses
and aims at achieving robustness to attacks is being used. A Several video fingerprinting or replica detection techeiu
frame-based voting procedure is also involved. A refinemenhave been proposed in the literature [6], [4], [7], [8], [RI0],
step that processes the set of videos returned by the fipsirste [11], [12]. In this paper, a novel approach for implementing
order to select the final matching video (if any) follows. Thea video replica detection system operating upon a dataldase o
performance of the system has been evaluated on a databasestdred video originals is proposed. The system can be qlierie
short videos with good results. with a certain video and decide whether this video is a raplic
of a stored original or not. The novelty of the system stems
from the fact that video similarity is dealt as a classificati
problem that employs an appropriate training scheme inrorde
to increase the system robustness and achieve a high raie of ¢
1. INTRODUCTION rect replica detection. The training samples are selecisdd
on the types of attacks that the system is designed to handle
Advances in the area of multimedia content distributionehav and they drive both the process of indexing the original egje
resulted in a number of issues that require immediate atent as well as the construction of robust classification fumstio
Valuable digital artworks can be reproduced and distribate ~ More specifically, videos are represented by color featere v
bitrarily, sometimes without any control by their ownerdem-  tors. Then a multidimensional indexing structure based on R
tification of replicated digital data is considered impattéor  trees [13], [14], [15] is implemented. R-trees are an extens
a number of applications such as digital rights managementf B-trees to more than two dimensions and are considergd ver
content-aware networks, multimedia management and organgfficient for indexing high-dimensional spaces. More sfpeci
zation, content filtering, etc. Among the various types oftimu  cally, an R-tree is a height-balanced tree with index resamd
media content, videos are a particularly valuable assettwid its leaf nodes (containing pointers to data objects). Tlfie ef
replica detection will be the focus of this manuscript. \Mide ciency of the indexing structure in reducing retrieval tiared
replica detection, also referred as replica recognitiomarn  producing accurate and robust results depends directhhen t
replica detection, perceptual or robust hashing [1], [@htent-  selection of optimal “hyper-bounding boxes” for use in the R
based copy detection [3], and fingerprinting [4], [5] aims attree. For selecting these “bounding boxes”, we introduce an
uniquely identifying all videos that have been reproducedif  attack-oriented training strategy that aims at modelirtg pital
an original video through intentional or unintentional pan  attacks that the system is designed to encounter. In thesimpl
lations. The type and severity of the manipulations thatlkho mentation described in this paper, scaling (resizing),itaed
be successfully handled by a replica detection system deperGaussian noise and MPEG-4 compression (which are some of
on the target application. the most frequently encountered video manipulations) are ¢
Although the problem formulation as described above, bearsidered. The R-tree returns a set of videos that are caedidat
many similarities with content based video retrieval (CBYR for being the original of the query video. This is achieved by
significant differences do exist. This is because the nadfon a voting scheme where each frame from the query video casts
similarity is considerably different in replica detectiand in  a vote to a video in the database. Subsequently, a refinement
general purpose content-based video retrieval. Furthexnifo  step that utilizes distances between frame color histogriam
replica detection is to be used in a forensic framework,oudth ~ applied on the videos returned by the R-tree in order to reach
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the final decision. or polytope that encloses all histograms for this video en24-
The rest of the paper is organized as follows. Section 2 dedimensional space. More specifically, the values that deter
scribes the proposed approach. Section 3 provides thegesuthe boundaries for the— ¢h dimension of the BB are evaluated
obtained from the experimental performance evaluatiomisft as:
approach. Conclusions are drawn in Section 4.
MINBE] = min;(T};), MAXBE] = max;(T};)

2. METHOD DESCRIPTION i=1,..,24, j=1,..,Nog, r=1,..,Ny (2)

2.1. Video description using color histograms where T7; is the, j element ofT". By doing so, each of
N _ ~ the N¢ g color histograms for the-th video is enclosed in the
The proposed approach utilizes the color histograms ofovidehyper bounding box defined by/INBE? and M AXBET.

frames in order to describe a video. More precisely, it makeghese bounding boxes are then used to index the videos in the
use of the MacBeth palette [16]. This palette, also known ag-Tree.

MacBeth Color Checker is widely used in the fields of photog-
raphy and video for assessing the color rendering accurcy
imaging devices. The palette consists of 24 colors seldcted
emulate common natural colors such as skin colors, foliage a Querying the system with a test video in order to decide wéreth
sky, in addition to additive and subtractive primaries aid s it is a replica of a video in the database or not, is a two - step
shades of gray. procedure that will be described below.
For each video that is to be inserted in the database, we eval-

uate and use as video descriptors the histograms of its fram
with respect to the MacBeth palette. In order to speed up cal-
culations, the histogram of every fifth frame is used. This re When a query/unknown video enters the systaig,frames are
sults in N histograms. In more detail, l&t;; = [n2, h$ hE]  selected and their color histograms are evaluated as erplai

3. Querying the system

.3.1. Coarse response

be the color of pixeli, 7) in the RGB color spacej arilélk Z subsection 2.1. Each histogram is inserted into the R-Tinde a
[MJ, ME, MP] be thek—th color in the MacBeth palette then all the BBs (videos) that enclose it are found. [@t, ..., Co4]
h;; is assigned tdMy, if: be the histogram values of a certain frame. In order for tlegygu
frame to be contained in the bounding box that corresponds to
Mk — hyjl|s < To (1)  ther — th video, the following inequalities should hold:
where|| - ||2 is the Euclidean distance arfg a threshold se- MINBE! < C; < MAXBE! i=1,..,24 3)

lected so that RGB colors are assigned to a single paletbe. col
Obviously, RGB colors that are not close enough to a palettén this case, the corresponding video receives one vote. Ob-
color are not assigned to some color and the correspondiag piviously, if the frame’s color histogram belongs to more than
els are ignored. Afterwards, ti¥d-bin histogram of the frame one BBs, due to BB overlaps, then all the corresponding ddeo
is evaluated. will receive a vote. The same procedure is applied fo\gl
The three attacks mentioned before, namely additive Gaudrames of the query video. Thus, the maximum number of votes
sian noise, scaling and MPEG-4 compression are applied ofiat one database video can receive equals the number gf quer
each of theNy videos that are to be inserted in the databaseframesN. Videos that receive at leas¥ of the votes cast by
thus resulting in 3 attacked versions of each video. For eacthe frames of the query video are selected for further psings
original video and each attacked version, we extract a set diVe chosex = 90 for our experiments.
color histograms as mentioned above. Thus for each video we The above procedure aims at a first, quick selection of videos
extract a total ofNoy = 4Ny histograms whereéVy is the  that are close to the query one. The subset of videos returned
number of frames used from this video. by this step is utilized in the second, refinement step inraale
These histograms are subsequently used in order tegach the final replica detection decision.
build/train the R-Tree structure that is used for storinfpiin
mation for the original videos and for retrieving aset ofjortal 2,32, Refinement

videos in response to a query. This procedure will be desdrib ) .
in the next subsections and is schematically representeyin L€t W be the subset of the database videos obtained from the

ure 1. first step. IfV; is one of the videos i (i = 1, ..., Ny, where
Nyw the number of videos if’), then for every one of th&/
selected frames of the query video we calculate the minimum o
the L, distances between its histogram and all fiey color

Let T" be the24 x Nog matrix that corresponds to theth histograms extracted from tHé video, i.e., the histograms of
video (r = 1...Ny ), whose columns contain th¥-y color  all selected frames of the database video and its attacked ve
histograms of the original video and its attacked versidrisis ~ sions. In more detail, iQ;, j = 1,..., Ng is the histogram of
used to evaluate the boundaries of a hyper bounding box (BBhe j — ¢th frame of the query video, we evaluate the distance:

2.2. Training the R-tree structure
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Fig. 1. Video database creation and indexing procedure.

4) or with modified versions of these videos. Two types of errors
are expected in this case: missclassification (MC) errgrthe

whereV, (k) is thek — th histogram of videa. Consequently, percentage of query videos that were classified to a wrorg ori

the total distance of the query video from the th video inWW/ inal video in the database, and false rejection (FR) errachvh

is evaluated as: is the percentage of query videos that were erroneouslyethgg

as not matching any video in the database. The last set, B, con

No—1 , sisted of videos that did not belong to the database. In #ss,c
D; = Z (Dij) ®)  the performance is measured in terms of false acceptange (FA
3=0 error i.e., the percentage of query videos that were erusigo
The final winner is the video i/ with the minimum total  tagged as matching a video in the database. For all querpwide
distanceD;, from the query video. only a subsampled version (e.g. one ouf\af frames) is used
for querying. Thus, for a query video consisting dfframes
k=argmin D; , i=1,.., Ny 6) Ng= N% In our experiments we chogés = 15. The proce-

o ) , dures and results for each query set are described below.

This distance is subsequehtly compared agalngt an expert- Query set A: 100 videos were selected from the database and
mentally evaluated threshold in order to reach the final deci- . . T
sion: the three attacks_ with the same parameters as in the training

phase were applied on each of them. Thus, this query set con-
sists of 400 videos. Both the missclassification rate anthike
rejection rate in this case was.
e The query video matches no videdf* > T} Query set B: In this case, the 100 selected database videos
were modified by the same three attacks but, this time, difer
A diagram of the query handling procedure is presented in Figattack parameters from the ones used in training were used. |
ure 2. more detail, 20% additive Gaussian noise, MPEG-4 compres-
sion with XviD codec (target quantizer: 6.00) and scalinghwi
a scale factor of 0.6 were applied on the selected videos. The
3. EXPERIMENTAL RESULTS fact that the missclassification rate and also the falsetieje
rate wa€)% shows that the system is robust for the attacks it has
The proposed system was tested on a database of 589 shbgen trained for, despite the fact that different attackupeters
videos collected from the Internet, mainly from the popularwere used.
YouTube website. These videos are of relatively poor qgalit  Query set C: In this case, the 100 selected videos were mod-
have a size of 320x240 pixels, 25 fps frame rate and on averagied by combinations of more than one of the three attacks. In
they are no longer than 5 minutes (7500 frames). The videomore detail, four subsets (with 200 videos each) were aleate
differ considerably in content due to their random choice. The first subset(;, ) consisted of videos degraded by 18% ad-

When a video enters the database we apply the aforemenitive Gaussian noise and scaled with a scale factor of (ot B
tioned attacks and we extract all the necessary color histog  the missclassification rate and the false rejection rate @& .
as mentioned in Section 2.1. Then, we evaluate the corrdsponThe second subcategorg’(,,) consisted of videos that have
ing bounding box and insert it into the R-Tree. The specificbeen attacked by 18% additive Gaussian noise and MPEG-4
attacks used in the experimental evaluation were: a) unifor compression using the XviD codec with a target quantizereval
scaling with a scaling factor of 0.8 in each dimension, b)IXvi of 5.00. In this case the missclassification rate was 0% amd th
MPEG-4 compression with a target quantizer of value 4.00 andalse rejection rate was 1.5%. The third subggt, () consisted
¢) additive Gaussian noise as implemented in the Adobe Pref videos modified by MPEG compression and scaling using
miere software package with 15% noise. the parameters mentioned above. In this case the misgelassi

In order to test the system, we create 4 sets of query videosation rate was 0% and the false rejection rate was 0.5%. Fi-
The first three sets, A, B, and C were used to test the system perally, the fourth subset(,,,,s) consisted of videos that have
formance, when queried with videos that belong to the datba been attacked by all three afore mentioned attacks. The miss

e The query video matches tie— th video if D* < T}
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Fig. 2. Schematic representation of the video query handling.

Table 1. Error rates for the four query categories.

Category | Number of Videos | MC | FR FA

A 400 0% | 0% -

B 300 0% | 0% -
Chs 200 0% | 0% -
Chm 200 0% | 1.5% | -
Cns 200 0% | 0.5% | -

Crims 200 0% | 25% | -
300 - - 3.3%

classification rate was found to be 0% and the false rejection

rate was 2.5%.

Query set D: 300 videos that did not belong to the database

this step. The next step is a refinement step that processes th
set of videos returned by the first step in order to select the fi
nal matching video (if any). The performance of the proposed
system has been evaluated with short videos collected fnem t
Internet. The experimental results show that the propoged s
tem is robust to common video attacks. It should be noted that
the same framework can be also applied upon other types of
features, which will be the subject of future research.
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