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Abstract—In this paper we investigate the potential benefits we simply consider an image of a face to be either frontal
of combining, within a classification task, a discriminant inear or non-frontal. Four different appearance based appr(sache
subspace feature extraction technique, namely Discrimina Non- are investigated for this task. The first approach is a simple

negative Matrix Factorization (Discriminant NMF or DNMF), ¢ lat tchi h. Th d h invol
with a Support Vector Machine (SVM) classifier. The aim was to emplate matching approach. € second approach Involves

investigate whether this combination provides better clasification ~ feeding the raw image data (intensity) to a Support Vector
results compared to a template matching method operating on Machine (SVM). The third approach uses Discriminant Non-

the DNMF space or on the raw data and an SVM classifier negative Matrix Factorization (Discriminant NMF or DNMF)
operating on the raw data, when applied on the frontal facialpose to reduce the dimensionality of the data and subsequertly in

recognition problem. The latter is a two-class problem (frantal . .
and non-frontal facial images). DNMF is based on a supervige volves template matching. The final approach uses the DNMF

training procedure and works by imposing additional criteria  transformed data along with an SVM. Our goal is to verify
on the NMF objective function that aim at increasing class our expectation that combining DNMF with an SVM provides
seperability in the lower dimensionality space. Results offace the best overall performance.

jogss e fom e XWTS St show 01 (6419 T paper is rganzed as olous: Secton I ey -
provides the best results. scribes the DNMF alg(_)r_lthm, S_ectlon _III goes over the prnci
ples of the SVM classifier, while section IV briefly describes
l. INTRODUCTION template matching. Experimental data are presented ifosect
Over the past decades, a lot of research has been carriedaind section VI concludes the paper.
on human face related computer vision and machine learning
tasks, such as face detection and tracking, facial features !l DISCRIMINANT NON-NEGATIVE MATRIX
detection, face recognition and facial expression redamni FACTORIZATION
While face detection systems that work for various, nom&  Discriminant Non-negative Matrix Factorization, as itsmea
face poses have been developed [1], face recognition arad fafmplies, is an attempt to incorporate discriminant infotioa
expression recognition techniques have been designedrto wipto the NMF algorithm. NMF decomposes a set of input
on frontal or nearly frontal face images [2], [3]. Thus, aRectors into a set of basis vectors and a set of coefficient
issue that arises in practical situations is that a face @alfa vectors. When the dimensionality of the coefficients’ space
expression classifier trained with frontal face images milt smaller than the dimensionallity of the original vectorsase,
be able to meaningfully operate in non-frontal face imageRMF becomes a subspace technique that can be used as a
Therefore, the problem of frontal face pose recognitiordseepreprocessor to data that will be used in a classifier.
to be solved, so that frontal face images can be detectedyhereas NMF optimizes a data reconstruction criterion,
and used as input in face recognition or facial expressiggNMF allows for greater reconstruction errors, in order to
recognition systems. make the classes more easily separable [5].
Head pose estimation techniques [4], where the orientationSuppOSe that the data set mafiix= [x;,xs . ..x,], where
of the human head is estimated by determining the value of theis an individual data column vector is to be written in the
yaw, roll and pitch angles, can be used to determine if afacigrm of:

image is suitable for use by a frontal face or facial expoessi X — BH
recognition system. In this paper, however, we view the
frontal face pose recogntion problem in a simplified a 2slasshere B = [by, bs,...,by] is @ matrix containing the basis

framework. Rather than determining the head pose anglesctors b; in column format,d is the dimension of the



projection space andl = [hy, hy,...,hp]T is a matrix Ill. SUPPORTVECTORMACHINES

the original data space. optimally separate two classeS; and Cs, that are linearly
In order to estimate the quality of this factorization, NMFseparab|e with a single hyperplane. A hyperplane is defiged b
uses the Kullback-Leibler divergence the equation< w,x > +b = 0, wherew is the hyperplane’s
normal vector and<, > denotes the dot product between two
Dicr(xly) = Y (wilog = +y, — z:) vectors.
P Yi When two classe€’; and C, are linearly separable, then

we can find a normav and a constant, so that< w,x >
to evaluate how different the reconstructed d&&l() are from 4 > 1, if x € ¢} and< w,x > +b < —1, if x € C5. For the
the qri_gir_1a| dataX). Thus, the goal of the NMF algorithm is points of C; that satisfy the equality: w,x > +b =1, it is
to minimize easy to see that their distance from the separating hyperpla
Dk (X|/BH) (1) is.ﬁ (Iikgwise for the points ofC’Q.). The sum of the
minimum dlstanceiﬁ) from the points of each category
with respect toB and H. This is done through an iterativeto the separating hyperplane is called a margin. A reasenabl
process that estimates the basis and coefficient vectaBs inassumption for a hyperplane that optimally separates tloe tw
andH. More details can be found in [6]. classes is that maximizes the margin.

In order to improve the separability of the projected data, IN order to find the optimal separating hyperplane, we need
it is reasonable to require that the centers of each class &gninimizeﬂwﬂ, or equivalently;||w]||*. Since we also like
defined by the class mean) in the projected space are furtH separation (classification) to be correct, we need tatezld
apart, while all the data of the same class are more clos€PPer constraints. We do this by requiring teat< w,x; >
clustered together. Similar to the Linear Discriminant A +0) — 1 > 0, wherec; is 1, if x; € Cy and -1, if x; € Ca.
(LDA) [7], DNMF accomplishes this by taking into accountve add these constraints to the optimization problem using
the between class scatter matri®,] and the within class Non-negative Lagrange multipliers;. Thus the Langangian
scatter matrix §,,). becomes:

In a data seX of C classes, withV, s_anjple_sxgc) for each Lp = l”W”z _ Zaici(< w,x; > +b) + Zo‘i 3)
class, the between class scatter matrix is given by: 2 Z .

Requiring that the derivative of p with respect tow and

C . .
S, = ZNC(}A{(C) . &)(&(C) . }A()T b vanishes, we obtain that:
e=1 w = Z QiYiX; (4)
wherex(©) is the mean of class and x is the mean of the '
entire data set. The trace of this matrix provides an estiroat Z a;y; =0
how far apart the classes are. The within class scattermatri i
for classc is given by: Replacing (4) in (3) we formulate the Wolfe Dual éfp:
1
0 e D et Lp = Zai -5 Zaiajyiyj <X, X5 > ()
SSU) = (x; — % ))(x} — % )) i i
i=1 One of the Wolfe Dual’s L p) properties is that its maximum

occurs for the same values of, b andq; as the minimum of
while the overall scatter matrix iS,, = ZCC:1 S{). The trace Lp.

of this matrix provides an estimate on how far apart the dataThe SVM can be trained by maximizing (5) and using the
within each class are. DNMF enriches the objective functigf|ues of the Lagrange multipliers to determineaccording

of the NMF method by including the traces of these matrices (4). After the maximization, only a few; will be non-zero.

in (1), forming the new objective function: The data points;; whose Lagrange multipliers are non-zero
are called the support vectors.
D1 (X[|BH) — k1 % t7(Sp) + k2 * tr(Sy) (2)  In the case where the data are not linearly separable, the

SVM’s parameters after training are still determined By, (
The estimation oB andH is again performed by an iterativewith the difference that some classification errors arenadtb
optimization process using a random initialization. Onice t and fewer points become support vectors. However, this is
basis vectors iB have been estimated using a set of trainingill not enough to produce satisfactory classificatiorultss
data, a test vector can be projected to the DNMF space byn classes that are very hard to separate. In this case, a non-
multiplying with B from the right: linear mapping® is used to project the data to a higher
dimensionality space, where the classes may indeed beliinea
tg =tB separable, or, in any case, more easily separable.



. . . TABLE |
The problem that arises from this approach is trats EERFOR ALL THE COMBINATIONS OF INPUT DATA AND CLASSIFIERS

not always practical or even possible to compute. SVMs

. . . Template matching] SVM
can overcome this problem by using the appropriate kernel Raw data 0.1834 0.1191
function for the different mapping®. A functionk is a kernel DNMF 0.1689 0.0491

function for the mappingp iff:

k(x;,x;) =< ®(x;), P(x;) >
(i, %) (), B (x;) percentage of the other. As we can see from the EER results

where®(x;) and ®(x;) are the projections of the; andx; in Table I, the baseline SVM classifier is significantly bette

accoring to the mapping. than the template matching classifier. Furthermore, DNMF,
When a vectot has to be classified by a trained SVM, theas expected, improves both of these classifiers’ performanc
output of the SVM is: however the margin of improvementis larger in the SVM case.
O iF S, asysk(t, x5) > 0 The combination of DNMF and SVM provides the overall best
te{ Cs ifzsayk(tx)<0 result.
' § SIEEAT S Since in our case, but also in other cases, the subject
wherex; are the selected support vectors. of the frontal face pose recognition task is to determine

whether an image is a suitable input for a face recognition
or facial expression recognition system that has beeneain
A simple baseline template matching technique has algging frontal face images, it is reasonable that we should be
been used. A class template is constructed for the frontéllfa gple to favor, if needed, the non-frontal class, i.e. linhié t
class and test images are classified according to theirdeacli c|assification errors for data that belong to the non-fronta
distance from that template. The template is constructed ahss_ Especia”y in the case of face recognition on a video
Calculating the arithmetic mean of all the vectors of thisssl sequence, misc|assifying some of the frontal face posesras n
There is a threshold for that distance, below which the tq’.ﬁbnta| still allows a System to determine through Voting th
image is accepted as a member of the class and above wWhifdhtity of the face from the rest of the frames where a fronta
it is rejected, i.e. it is assigned to the non-frontal facialss. face pose was correctly recognized. However, misclassjfyi
non-frontal poses as frontal ones and then feeding them to
the face recognition algorithm is sure to introduce errarseo
Our objective in this paper was two-fold. Our first objectivg;ce recognition results that can negatively affect thengot
was to determine how much of an improvement does trﬂ,@ocess_
DNMF provide over using the raw (image intensity) data along |, the template matching classifier, we can adjust the
with an SVM classifier. Our other objective was to test wheth@gjance of the two classes by setting the threshold that must
using an SVM benefits more from DNMF than a classifiefet in order for a facial image to be classified as frontal &igh
that depends on data being clustered around the class .cefiehrder to accept more images as frontal, or lower, in order
namely template matching. to prevent non-frontal images accepted as frontal. In thB1SV
Our experiments were conducted on data obtained from thgse, the outputs of the classifier are in the rangénof],
XM2VTS face database [9]. Face tracking was applied on tethe image is classified as frontal arje-1,0) otherwise.
head rotation shot videos, that depict people that starh frggy introducing an additional bias applied to this result, we
a frontal pose, turn their heads to their right profile, bawk an, again, favor either class during the classificatiogufe

frontal pose then to the left profile. The images were thenpresents the varying error rates for both classes andeall th
rescaled to a size df0 x 40. There are6862 facial images (|assifiers tested.

captured this way, witl2486 of them being frontal and376
non-frontal. VI. CONCLUSION

We first reshaped ever§0 x 40 image into a vector with  In this paper we investigated the effect that DNMF, a
1200 elements. We then randomly split the data vectors Bubspace technique, has on the performance of an SVM
half for both classes to form the raw data training and tdst seclassifier and compared it against the effect of DNMF on a
Thus, both sets consisted 143 frontal face images ar2li88 simple template matching classifier. Our primary goal was to
non-frontal images with no overlaps between the sets. We theerify that using DNMF to preprocess the data before trainin
used the DNMF algorithm to reduce the dimensionality®@® an SVM with them is indeed an improvement over an SVM
for both the training and test sets. trained with the raw data.

Our baseline template matching test was the one describe®ur experiments verifed this improvement, while also show-
in section IV. The baseline SVM test was feeding the raw daitag that this improvement is more significant than the imgrov
into an SVM that used a second degree polynomial kernel. \Weant DNMF provides to template matching, a classification
then repeated the above tests using the DNMF data sets. method that DNMF is more obviously suited for. The SVM

The overall performance of the classifiers was judged ligd with the DNMF data proved to be the best combination, in-
their Equal Error Rate (EER), the point were the missclasslicating that the high performance of the DNMF+SVM could
fication percentage of one class equals the missclassificathot only be attributed to the fact that the SVM is an extremely

IV. TEMPLATE MATCHING

V. EXPERIMENTS
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Fig. 1. Error rates for all the combinations of input data afassifiers. The frontal class error is present with a safid, Iwhile the non-frontal class error
is presented with a dotted line.

good cliassifer, as the SVM by itself had significantly lowep] E. Murphy-Chutorian and M. M. Trivedi, “Head pose estiioa in

performance. The experimental results are also an indicati fgé“é’#gs\ﬁ%‘;sﬁnsL\‘I’O"Ieé'i’aﬁg”4Aggjyg87a”gzg/'a/§gr’i‘lez'ggeg”i?g“nﬁ?ﬁe]
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of DNMF with SVMs, though there is no concrete evidenc)] S. zafeiriou, A. Tefas, and I. Pitas, “Exploiting distrinant information
supporting this vet. in elastic graph matching,” pp. 768-771, 2005.
PP 9 y [6] D. D. Lee and H. S. Seung, “Learning the parts of objectsnioy-
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