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ABSTRACT

This paper presents a dataset that can be used for testing
and evaluation of computer vision-based algorithms for 3D
reconstruction and 3D person tracking. Additional possi-
ble uses include the building of 3D human head models and
the production of stereoscopic sequences. A number of dif-
ferent scenes are included in the dataset. They are mostly
single-subject scenes captured with two different lighting
conditions (optimal and sub-optimal), subject motion based
on simple as well as random motion trajectories, different
distances from the camera and occlusion. The dataset incor-
porates video data captured simultaneously from a system
of 2 cameras, each employing three sensors. Additionally,
depth data originating from the system itself is available.

1. INTRODUCTION

Tracking the motion of people has been a topic of active and
intense research for the past two decades with many appli-
cations. Techniques can be divided into active and passive
2D or 3D tracking ([1, 2, 3]). For a review of the former in
the video domain, the reader is referred to [4]. In [5] and
[6], a comprehensive review of different passive tracking
methods can be found.

3D reconstruction has also received great attention in
the past years ([7, 8, 9]). Methods can be either interactive
(require manual intervention) or automatic. Two different
classes of approaches exist, where different types of infor-
mation are exploited. The first one includes model-based
methods and the second one deals with model-free meth-
ods. For reviews of the different methods, the interested
reader can be referred to [10] and [11] among others.

In order to facilitate the testing and evaluation of both
person tracking algorithms (full-body/body-part/head track-
ing) and 3D reconstruction algorithms (scene/object recon-

struction), test datasets are required. Such datasets that are
publicly available are limited in number (e.g. the PETS
datasets made available for testing in the last 5 years [12] or
[13] for tracking). To fill this void, a number of test record-
ings were conducted at the I-Lab of the Center for Commu-
nications Systems Research in the University of Surrey, UK,
using a system of 2 cameras. The outcome was a dataset of
visual data, as well as 3D data of the captured scene. Syn-
chronization of the two cameras was also provided, to en-
able the use of multiple video streams for the same captured
scene.

The remainder of the paper is organized as follows. The
content of the scenes recorded is described in Section 2. The
equipment, acquisition setup and processing of the data are
presented in Section 3. A brief description of possible uses
of the acquired dataset is provided in Section 4. Finally, the
conclusions are drawn in Section 5.

2. SCENE DESCRIPTION

The scenarios of the recorded scenes were selected based
on the requirements of video tracking techniques and 3D re-
construction techniques. Most of the scenes were acquired
twice, i.e. under optimal lighting conditions (as defined
by the studio lights) and sub-optimal lighting conditions
created by altering the lighting within the studio, causing
generally darker lighting conditions. Sample frames of the
recorded sequences are depicted in Figure 1, where each
row of images corresponds to the same frame captured by
the reference sensor of the reference camera, the reference
sensor of the second camera and all three sensors of the ref-
erence camera (overlaid) respectively.

The scenes are mostly single subject scenes, where dif-
ferent actions are performed by the subject. More specif-
ically, in some segments of the recorded scenes, the sub-



Fig. 1. Sample frames of the recorded sequences. Each row
depicts the image captured by the reference sensor of the
reference camera, the same image captured by the corre-
sponding sensor of the second camera and all three images
captured by the reference camera.

ject is standing still at fixed positions, located at various
distances from the camera, with or without occlusion (i.e.
self-occlusion). In other segments, the subject is moving
on a simple motion trajectory. The latter can be a rectan-
gular path, i.e. in parallel to the camera (left-to-right), for-
ward, parallel again (right-to-left), backwards and so on, or
moving along the cameras’ axis. In some of the scenes, the
person stays within both cameras’ field-of-view (FOV) at all
times, whereas in others, he moves out of the FOV of at least
one camera. Also, in some scenes, the subject is moving in
an approximately elliptical path, staying within the FOV at
all times. Finally, there exist scene segments where the sub-
ject changes the speed of motion, in an effort to assess its
impact on tracking algorithms.

Additionally, some scenes were recorded, where two
subjects are moving simultaneously, one person is moving
while the other is standing at fixed positions (with occlu-
sions taking place) and two subjects are initially standing
at different distances from the camera, then moving parallel
to the camera and in different directions (with occlusions
occurring), then switching positions and moving parallel
to the camera again. Finally, there exist scene segments,
where the subjects are moving in completely random paths
within the cameras FOV (with severe occlusions occurring).
Static objects (chairs etc.) are also located within some of
the scenes, causing partial occlusions to the subject(s). Re-
quired information about the scenes, such as distances from
the camera(s), number of subjects, occlusion and lighting
conditions etc. have been documented and are also part of
the dataset.

3. DATA AND ACQUISITION DESCRIPTION

The video equipment used consisted of a pair of cameras
(Digiclops Stereo Vision System), each employing 3 pre-
mium progressive scan CCDs capable of capturing in large
depth-of-field conditions. A PC was used for monitoring
the recording process. The setup of the equipment involved
positioning one of the two cameras designated as the ref-
erence camera at 87 cm from the back wall, whereas the
second camera was positioned so as to face the reference
camera at a distance of approximately 4.67 meters. To en-
able the use of both video streams, a pattern was employed
to calibrate both cameras simultaneously. The camera cal-
ibration parameters, as well as the transformation data (i.e.
details of the position of the second camera with respect to
the reference camera) are available along with the dataset.
An overview of the setup is illustrated in Figure 2, where
the dashed lines indicate the camera’s FOV.

The different lighting conditions (i.e. optimal vs. sub-
optimal) refer to configurations of the studio lights that re-
mained fixed during each scene. The optimal configuration
produces light as distributed by the studio lights in their de-
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Fig. 2. Recording setup at I-Lab studio.

fault configuration, whereas the sub-optimal configuration
causes generally darker lighting conditions.

The scenes were directly recorded on hard disks. Roughly
50 GB of raw data (640x480, 24 bpp, “.ppm” format) was
recorded. 6 images are available for each frame of the video
sequences, corresponding to the images captured by the three
sensors of each camera, as illustrated in the third column of
Figure 1. Additionally, depth images and 3D coordinates
provided by the system are available. Figure 3 depicts depth
images provided by the system itself.

Scene editing involved removing parts that contained no
useful information (e.g. segments at the beginning and the
end of a take where no action occurred).

4. DESCRIPTION OF POSSIBLE USES

In this section, we will briefly describe possible uses of the
scenes recorded. The scene scenarios were mainly selected
to enable the testing and evaluation of 3D tracking algo-
rithms. More specifically, segments or entire scenes can be
used to perform 3D tracking of faces (heads), body parts,
such as arms, limbs and hands (with occlusion). Addition-
ally, 3D reconstruction algorithms can be tested and evalu-
ated using the recorded data originating from 2 (stereo re-
construction) or all three sensors from one camera, or both
cameras, in which case full 3D scene or object reconstruc-
tion is possible. In both cases, the 3D output of the sys-
tem can be used as ground truth data for comparison with
the 3D reconstruction and tracking algorithms under test. It
is worth noting that occlusion scenarios can be tested and
evaluated for tracking algorithms, due to the existence of
data originating from the extra camera.

Fig. 3. Sample depth images provided by the reference cam-
era (resolution 320x240).

Auxiliary uses would include using scene segments where
the subject’s head performs a full 360 degrees rotation to
build a model for the human head. Again the existence of
synchronized data from two cameras can help so as to im-
prove the accuracy and quality of the reconstruction. Fi-
nally, since both depth information and color information
is available, stereoscopic sequence production can be per-
formed (e.g. using off-the-self solutions).

Fig. 4. 3D reconstruction of a single frame captured by the
reference camera

In Figure 4, the results of 3D reconstruction of a single
frame taken from one of the video sequences captured by
the reference camera is illustrated. The algorithm employed
uses the Sum of Absolute Differences correlation method to



establish correspondence between the camera images. More
specifically, a neighborhood of a given square size is chosen
from the reference image (i.e. image captured by the refer-
ence sensor of the camera) and is compared against a num-
ber of candidate neighborhoods in the other image (along
the same row). The best match is selected using the follow-
ing formula:
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where dinin dmae are the minimum and maximum dispar-
ities, m is the neighborhood (i.e. mask) size and [, and I,
are the right and left images captured by the camera.

5. CONCLUSION

One of the difficulties involved in the evaluation of the re-
sults of computer vision-based algorithms is the absence of
test datasets. This work introduced such a dataset for test-
ing 3D reconstruction and 3D person tracking algorithms.
The dataset involves a number of scenarios. It consists of
video data corresponding to the material recorded, as well
as depth data (and 3D position coordinates) of the recorded
scene. All data originated from a system of 2 three-sensor
cameras. Synchronization of the two cameras is provided.
Calibration and transformation parameters are also part of
the dataset. A brief description of how the dataset can be
used was also provided.
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