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Abstract This paper presents a method for automatic annotation of portraits in
art image databases and discusses the extraction of semantic informa-
tion from portraits. The proposed method segments images into can-
didate regions and fits an ellipse and a bounding box to them. Their
extracted features serve as input to a neural network, which is trained to
distinguish between face and non-face regions. Paintings containing face
regions are classified as portraits. The method evaluation is done on a
set of 188 digital paintings using ROC curves as performance measures.
The results show that the method is very efficient in locating the face
regions and in the recognition of portrait paintings. The performance of
the algorithm is encouraging for its further development, which includes
the extraction of portrait-specific semantic information.

Introduction
Modern electronic image libraries, including Bridgeman Art Library

and Getty Images, allow the users to browse and search through fine art
image databases. Locating certain images in such a database relies on
textual image annotations, previously embedded in the database. Typi-
cally, the image annotation is done manually by experts at the archival
institutions. The labor-intensive process of manually annotating thou-
sands of images calls for automatic or semi-automatic annotation tools.

As a first step towards an automatic mechanism for image annotation,
we have developed a method that identifies digitized fine art images as
portraits or non-portraits, and which extracts information about the
number of faces, their location, size and spatial arrangement in the im-
age. This information would allow users an access to more sophisticated
queries. We assume that a portrait shows one or more persons with their
faces mainly in frontal view, and in the foreground of the image, with-
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out any occlusion. Since the faces can be of different sizes, we use the
assumption that the face in a portrait covers at least 1% of the painting
area.

Related work for portrait image annotation can be found in [1] and [2].
However both papers address only annotation of photographs and not
that of fine art images. Our method can be also seen as an application of
face detection methods into the fine art domain. Recently an extensive
survey on existing face detection methods appeared in [3]. Many of the
described face detection systems use assumptions, which prevent them
from being used in automatic annotation of fine art images. Among
these assumptions are the use of gray scale images only, fixed image
size, non-complex background and the use of ”mug-shot” images. Our
study focuses on the digitized paintings, uses the color information of
images, can deal with images of arbitrary size, complex background,
faces of different sizes and multiple face occurrence.

This paper is organized as follows. Section 1 describes each stage of
the proposed algorithm. Section 2 presents the achieved results and the
evaluation of the proposed method. The final section contains discussion
on the results and elaborates on an indexing scheme under development
that would allow the extraction of semantic information related to a
given portrait.

1. Method
The individual steps of the proposed multistage algorithm for the au-

tomatic recognition and annotation of portraits in art images databases
are as follows.

First, a painting is segmented into candidate regions. An elliptical
class boundary based on Gaussian distribution of colors identifies the
skin colored pixels. Foreground pixels inside this boundary are treated as
possible skin pixels. The resulting connected regions are further divided,
based on the edge boundary presence. Then an ellipse and a bounding
box are fitted to the segmented face candidate regions, from which a
set of feature vectors is extracted. The vectors are subsequently fed to
an artificial neural network that is trained to distinguish between face
and non-face regions. At the end, images containing face regions are
classified as portrait images. The method was evaluated both for its
ability to classify images correctly and for its accuracy in locating the
face region.

The intermediate results of each step are illustrated in the Figure 1b-
d. The original Portrait of M. A. Bek, by Karl Pavlovich Bryullov
( c©Bridgeman Art Library) is shown in Figure 1a.

1.1 Region segmentation
The HSV color model, where the H, S and V components describe

color hue, saturation and intensity respectively, was chosen for skin color
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classification. The values of S and V lie in the range [0, 1], whereas the
values of H are circular in range [0, 2π] with H = 0 and H = 2π defining
the same hue (red). In order to circumvent the need for using the angular
statistics [4], we benefited from the fact that the skin color cluster is
localized in proximity of the red hue of HS space. The hue coordinate
H was therefore transformed into H ′ in a non-circular interval [−π, π].

To classify the pixels, an elliptical skin color boundary was used, based
on a two-dimensional Gaussian probability density function (pdf). The
mean values H ′, S and covariance matrix parameters were estimated us-
ing pixels from manually extracted face regions in the training set. Only
pixels with pdf value greater than an empirically determined threshold
were labelled as skin colored. The threshold was set after analyzing the
correct classification rates of the skin and non-skin pixels in the training
set. The result of color-based pixel classification for the portrait example
is shown in Figure 1b.

The presence of an edge was used to divide connected regions of the
foreground skin colored pixels. This step was particularly

useful when splitting the face from the neck area. The edges in the
original intensity image were exploited. Also, a size limit was applied
to remove small regions. After analyzing the portraits in the available
database, the threshold was set to 1% of the image size. The analysis
showed also that the faces were not found at the sides and the bottom
of an image. Therefore pixels lying in the margin areas were removed.

1.2 Feature extraction
In order to classify face candidate regions identified in the previous

section, a feature vector was extracted from a bounding box and an
ellipse fitted to each region. An axis-aligned bounding box of the region
was used. The extracted features are the width and the height of the
bounding box relative to the image width and height respectively.

(a) (b) (c) (d)

Figure 1. Illustration of individual steps of the method. a) Original image. b) Af-
ter color pixel segmentation. c) Ellipses fitted to the segmented candidate regions.
d) Final output.
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The face region features associated with the fitted ellipse are defined
as follows. The orientation of the ellipse determines the angle between
the x axis and the major axis of the ellipse. The aspect ratio of the axes
is the ratio of the major axis to the minor axis. The face region relative
horizontal and vertical placement is the position of the ellipse center rela-
tive to the horizontal and vertical image size. The region/ellipse overlap
feature determines what percentage of the best-fit ellipse is covered by
the region. The left-out percentage feature determines what percentage
of the region is not covered by the best-fit ellipse. Ellipses fitted to the
resulting face candidate regions are shown in Figure 1c.

1.3 Region classification
The features were extracted from overall 188 images, divided into two

disjoint subsets. The training set contained 88 images (38 portraits,
50 non-portrait pictures), and the testing set contained 100 images (50
portraits, 50 non-portrait pictures). The ground truth location of the
faces in images was manually determined and the extracted regions were
labelled with target values 1 (face) and 0 (non-face). The criterion for
labelling the region with value 1 was that the ratio of the overlap between
the true and segmented face regions and union of these two regions was
greater than 0.5. The segmentation of the images resulted in 38 face
regions and 322 non-face regions in the training set and 50 face regions
and 280 non-face regions in the testing set.

A three-layer back-propagation artificial neural network (ANN) was
trained to classify the candidate regions as a face or non-face using as
input the values of the extracted ellipse and bounding box features. The
ANN consisted of the input layer, one hidden layer containing up to 18
nodes and the output layer with one node. The network output is a
value in the range [0, 1]. Network parameters such as the number of
hidden nodes, momentum, learning rate and number of iterations were
determined empirically from the evaluation of the ANN performance on
the training set. The ANN was implemented using the Neural Network
Toolbox of the MATLAB software [5].

As a consistency test, the ANN was tested on the training set in order
to determine its ability to learn from examples. In this test the ANN
was able to classify correctly all face regions without any falsely classified
non-face regions. After training, the weights of the neural network were
fixed and the network was applied to the feature vectors acquired from
the testing set.

Regions with ANN output value less than a threshold were removed
from the final output, as it can be seen in Figure 1d for the example
portrait.
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2. Results
The algorithm was evaluated on the testing set after being trained

exclusively on the training set, in order to get an assessment of the per-
formance of the algorithm when applied to an unknown set of cases. The
performance of the proposed method was evaluated using two different
ways. In the per-image basis evaluation, the method was tested for its
ability to classify an image as a portrait or a non-portrait. The criterion
for classifying an image as a portrait was the presence of a detected face,
defined as a region with a ANN output higher than a predefined thresh-
old. In the per-region basis evaluation, the method was tested for its
ability to correctly classify segmented regions as either face or non-face
regions. By correctly classifying face regions, the output of the algo-
rithm can be used in a subsequent face analysis step to extract semantic
information from the images. The Receiver Operating Characteristic

0%  10% 20% 30% 40% 50% 60% 70% 80% 90% 100%
0%  

10% 

20% 

30% 

40%

50% 

60% 

70% 

80% 

90% 

100%

S
en

si
tiv

ity
 (

T
ru

e 
P

os
iti

ve
 R

at
e)

False Positive Rate

operating point ( 94%, 14%) 

(a)

0  10 20 30 40 50 60 70 80 90 100
0  

10 

20 

30 

40 

50 

60 

70 

80 

90 

100

S
en

si
tiv

ity
 (

T
ru

e 
P

os
iti

ve
 R

at
e)

False Positive Rate

operating point ( 88%, 6.4%) 

(b)

Figure 2. ROC curve describing the results in the a) per-image and b) per-region
evaluation.

(ROC) methodology was used to describe the performance of our algo-
rithm [6]. The points on a ROC curve were acquired by comparing the
ANN output with a threshold ranging from 0 to 1. Each point of the
curve is a pair of sensitivity and false positive rate (FPR). Sensitivity is
defined as the number of correctly classified cases over the total number
of cases in the set, FPR as the number of falsely classified cases over
the total number of cases in the set, where cases refer to portraits in the
per-image evaluation and to face regions in the per-region evaluation.

The resulting ROC curve for the per-image evaluation is shown in
Figure 2a. As it can be seen, the method can achieve the sensitivity
level of 94% at the false positive rate of 14%. The ROC curve describing
the per-region performance is shown in Figure 2b. It can be seen that
the sensitivity rate of 88% for detecting a face region can be reached at
the false positive rate of 6.4%.
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3. Discussion and conclusion
The results of both evaluations stated in the previous section, proved

the potential of the proposed algorithm to correctly identify portrait
images within a general database. Besides automatic annotation, the
method could be used as part of an image retrieval system that would
allow for queries specific to fine art images.

In order to extract semantic information from portraits, we are cur-
rently developing a method that will follow the detection of faces in an
image by generating a description of the number, the size and the rela-
tive location of faces within the image. The mutual arrangement of the
faces in the descriptor can be expressed using polar coordinates, stat-
ing the distance and the angle between faces. For each face the center
of the fitted ellipse (from the face detection procedure) is the center of
local coordinate system. The faces below the ”origin” face form a posi-
tive angle, faces above form a negative angle, as illustrated in Figure 3.
The proposed method could be improved by further analyzing the seg-

Figure 3. Example of mu-
tual spatial layout of faces.

mented face regions in order to locate facial features. The presence of
eyes, nostrils and mouth could verify the classification of a face and re-
duce the number of false positives. Nevertheless, the performance of the
algorithm is encouraging for its further development, which includes the
extraction of portrait-specific semantic information.
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