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ABSTRACT

This paper presents a method for extracting facia infor-
mation encoded in MPEG-4 format from an animated face
model in Maya. The method generates the appropriate data,
as specified in the MPEG-4 standard, such as the Face Def-
inition Parameters (FDPs), the Face Animation Parameters
(FAPs) and the Facial Animation Table (FAT). The described
procedure was implemented as a plug-in for Maya, which
requires asinputs only the animated face model and the cor-
respondence between its vertices and the Face Definition
Parameters. The extracted data were tested on a publicly
available FAP-player in order to demonstrate the faithful
reproduction of the face animation originally created with
the high-end 3D graphics modeller. The capabilities of the
publicly available FAP player have also been augmented in
order to enable loading any proprietary face model and its
corresponding Facial Animation Table.

Categories: Facial Animation, MPEG-4, Data compres-
sion.

Keywords. Face Definition Parameters (FDPs), Face An-
imation Parameters (FAPs), Facial Animation Table (FAT).

1. INTRODUCTION

Among others, the MPEG-4 standard offers new capabili-
tiesin the domain of computer graphics. Specifically, in the
domain of synthetic/natural hybrid coding a standard has
been defined for the coding and representation of the hu-
man face and body, both for still and animated models. Its
specification can be found in detail in[1, 2].

Concerning the face, the standard introduces the Face
Definition Parameters (FDPs) and the Face Animation Pa-
rameters (FAPs). The former parameters specify the three
dimensional location of 84 points on a neutral face. These
points correspondto facial featuresand, therefore, can roughly
define the shape of the face. The latter parameters spec-
ify the displacements of several FDPs, which result in ac-
tual facial movements a realistic human face would make.
A detailed description on the FAP operation is provided in
[1,2,8,5,6,9].

There are several modes of operation that the MPEG-
4 standard specifies. In the minimal operation mode, an
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encoder-decoder couple can work by having the encoder
only transmitting the FAP data to the decoder, which is the
minimal information required to animate a default model.
The decoder then decodes the animation information onto
an default model.

In a higher operation mode, the decoder, apart from the
animation data, requires the facial model from the encoder,
too. In this case, additional information has to be provided
in order to animate the model that the encoder provides.
Thisis achieved by submitting the Facial Animation Table
(FAT), which corresponds to the transmitted model. The
FAT redefines the correspondences between the FAPs and
the displacements of the model vertices. In other words,
an FAT correlates the FAPs, which animate a model, with
the movement of each specific vertex of the facial model
mesh. Furthermore, it provides the appropriate information
on how to displace each vertex according to the values the
corresponding FAP can admit. A detailed description on the
structure of an FAT is specified in [3]. Theinterested reader
may consult [4] and [7].

Theoutline of the paper isasfollows. Section 2 presents
the Maya plug-in, which has been developed for extract-
ing the aforementioned information from an animated face
model. It only requiresthe FDP pointsto be defined. It then
extracts the FAPs and the FAT automatically from the ani-
mation, i.e. without prior knowledge of the animation mod-
eling techniques. Section 3 describes an application wherea
proprietary face model can beloaded, its FAT can be loaded
based on a modification of a publicly available FAP player,
and the face animation originally created in Maya can be
faithfully reproduced.

2. MAYA PLUG-IN IMPLEMENTATION

Theimplemented plug-in operates on an animated face model
in a Maya scene. The knowledge of the model vertices,
which correspond to the standard FDPs, is of crucial im-
portance. These vertices are the plug-in inputs and, for the
purposes of the application discussed in this paper, we as-
sume that they are predefined manually.

An important step, to begin the operation with, isto ro-
tate the model to a specific position, which is to make the



model gaze forward with an orientation to the positive z-axis
and in an upright position having the eyes gazing forward,
towards the direction that is parallel to the z-axis. This op-
eration is performed on the model as it appears in the first
frame of the scene. First, themodel isrotated in an appropri-
ate manner to make the chin tip, the top of the head and the
lower back point of thehead (i.e., FDPs 2.1, 11.4, 7.1) lieon
the y-z plane. Then, the model is rotated around the x-axis,
in order to make the eyes gaze foreward. This is accom-
plished by rotating the model by that angle, which layesthe
top and bottom eyelids vertically. Theresult is subsequently
referred to as the neutral model. The FDP coordinates of the
neutral model are then passed to the outpuit.

The knowledge of the FDP parameters renders the cal-
culations of the Facial Animation Parameter Units (FAPUS)
possible. These are distances of specific facial features,
namely theiris diameter, the eye separation, the mouth-nose
separation and the mouth width. An additional unit exists,
namely the angular unit, but its value does not depend on
the model, which is under consideration. These units are
used in order to determine the FAP values that occur along
the animation and allow for a model-independent represen-
tation of the displacement values, which occur in the model
vertex positions along its animation, as demonstrated sub-

sequently.

2.1. Animation Extracion

While the plug-in operates in a specified period of the ani-
mation time, it translates and rotates the model back to its
neutral position in every frame of the animated sequence,
i.e, to the pose the neutral model has. In order to accom-
plish this procedure three FAP independent FDPs are cho-
sen, namely FDPs 7.1 (lower back of the head), 11.4 (head
top) and 9.15 (point on the nose). These FDPs are not an-
imated by any FAP and are considered to be independent
from the model facial expressions and dependent only on
the global rotation the model performs. The following steps
aretaken and resembl e the transform that was applied to ob-
tain the neutral model:

1. The model is translated to the position that brings FDP
7.1tothelocation it has in the neutral model.

2. Then, the model is rotated around the y and z axes, so as
to bring the remaining two FDPs to the y-z plane

3. A rotation around the x axis brings FDP 11.4 to the posi-
tion it hasin the neutral model.

Therotationsin steps 2 and 3 are made using FDP 7.1 as a
center. This operation ensures that the FAPs estimation that
followswill be made along the correct direction of the FDP
displacements.

The displacements of the FDPs are then expressed in
terms of their corresponding FAP values. The rotation pa-
rameters used for the rotation of the model to the pose of the
neutral model are encoded as well in three of the FAPs. The

remaining FAPs correspond to the displacement of afacial
feature along one direction for each parameter, unless they
correspond to a feature rotation. For example rotation oc-
curs in the eyeball movements. Therefore, the FAP values
can be estimated by applying some cal culations on the cor-
responding FDP displacement. The FAPUs are taken into
account in these calculations. For this reason, the FAP val-
ues, in the case of vertex displacements, are estimated by:

FDP(i,t) — FDP(i,t;)) x 1024
FAPU (i)

FAP@J):i( (1)

where FAP(i,t) denotes the estimated i-th FAP value at
the ¢-th frame of the animation, F'D P (i, t) is the displace-
ment of the FDP that correspondsto the i-th FAP along the
direction, which the i-th FAP specifies, at the ¢-th frame of
the animation, and ¢, is theinitial frame when the model is
in its neutral position. Finally, FAPU (i) is the FAP unit
corresponding to the i-th FAP. As it is derived from (1),
an FAP value shows the displacement of the corresponding
FDP aong the corresponding direction the FAP specifies as
compared to its FAPU. The dependency of the FAP valueis
proportional to the displacement value. Moreover, an FAP
value of £1024 shows that the FDP vertex displacement is
equal to the FAPU value in the FAP s direction.

The result of this procedure for the entire animation is
stored in afile, which can be given as an input to any FAP-
player. Such a procedure generates the same animation on
the model of the player asthe one of the model inthe Maya
platform.

2.2. FAT content generation

Apart from the animation of the model, the model itself is
extracted from the scene. Its vertices and their connections
are extracted in a simple text file. Additionally, an FAT is
created describing the animation of the model, as described
subsequently.

The FAT gives the appropriate correlations between the
FAP values and the displacements of all vertices of the fa-
cial model, so that an identical animation to the one of the
original model can be extracted from asequencedesignedin
a 3-d graphics modeler, for example Maya. Since the FAPs
are derived from FDP displacements along one dimension,
it isassumed in this case that the model vertices move under
the influence of the FDP displacements. In other words, the
displacement of an arbitrary vertex denotesthat a FAP value
-i.e. an FDP displacement-, which occursin the sameframe,
has caused its movement. herefore, it is considered that the
model vertices move under the influence of the FDPs. The
fact that MPEG-4 describes the face animation in terms of
FAPs, alows such an assumption to be made.

If only one FAP is activated in the given frame, it is ob-
viousthat the vertex displacement must have been generated



by this FAP. However, this usually is not the case, since any
number of FAPs can be active at any frame of the animation.
Therefore, the correct correspondence of each FAP and the
list of vertices, which it affects, hasto be identified.

During the model animation, potential correlations be-
tween FAPs and vertices are established, if a vertex is dis-
placed from its neutral position in the same frame when
a FAP is active. However, if a FAP is active in another
frame of the animation, whereas the vertex that was previ-
ously considered to depend upon this FAP is not displaced
from its neutral position, the correlation between them is
resolved. In other words, dependencies are established be-
tween a FAP and any vertex of the model, if the considered
vertex is displaced in each frame that the FAP is active.

This results into a table of possible dependencies be-
tween each FAP and each vertex. However, this table may
contain some redundant information, which occurs when a
certain FAP occurs simultaneously with the movement of a
vertex it isin reality not correlated to. This is due to the
fact that these correlations are established only based on the
displacements of the model vertices, which occur in the de-
fined animation period. Therefore, if the animation dura-
tion is too short or the model is not animated in a manner
that enables the aforementioned procedure to yield correct
decisions, the FAT content may be wrong.

An effectiveway tofilter out the redundant verticesfrom
the previous stage of the procedure, which has been utilized
in the plug-in, is based on locality. In most cases, the erro-
neously accepted vertex-FAP dependencies occur in distant
vertices, with respect to the mesh topology. The procedure
that is followed in this second stage is based on the vertex
connections of the model mesh and the FAP-vertex depen-
denciesderived formthefirst stage. If avertex that has been
considered to be dependent on a FAP in the first stage is
connected to the FDP that correspondsto this FAPR, then this
dependency is confirmed. Furthermore, if a vertex that has
been considered to be dependent on aFAP in thefirst stage
is connected to any vertex that has been confirmed to be
dependent on this FAP in the second stage, then this depen-
dency is confirmed as well. This procedure continues until
it defines a neighborhood of confirmed vertices around the
considered FDP, the limits of which are verticeswhich were
not considered to be dependent on thisFAP in thefirst stage.
All other vertex dependencies that were derived in the first
stage and lie outside this neighborhood are resol ved.

An example of the resulting vertex selection for aMaya
model can be seen in Figure 1. The figure shows the ver-
tices, which have been chosen, by applying the previously
described stages, for FAP number 19, which represents the
vertical displacement of the top left eyelid.

Another issue, which should be treated so as to extract
al the necessary information for the creation of the FAT, is
to determine how the previously derived dependent vertices

Figure 1. A face model on the Maya platform and the selec-
tion of the vertices of the top-left eyelid, which are depen-
dent on FAP 19.

are relocated under the influence of the value of their corre-
sponding FAP. According to the standard, the FAT contains
the dependencies of any vertex on the FAPs and on their
values. There are two sorts of nodes that specify this de-
pendency, the Transform node or the |ndexedFaceSet node.
The former node specifies that the vertex reacts to the con-
sidered FAP value according to a rotation or scale trans-
form. The implemented plug-in uses only the IndexedFace-
Set nodeform. Inthis case, anumber of intervalsof the FAP
valuesis specified by the standard for every FAP that affects
the movement of a set of vertices. For every such vertex a
vector is provided that determines its displacement along
each of the FAP value intervals (see [3] for more details on
the standard).

Therefore, the plug-in tracks the displacement of all the
vertices of the mesh along the animation. As long as the
dependency of each vertex on certain FAPs has been es-
tablished, the dependency of the vertex displacement vec-
tor on the FAP values has to be found. For this reason, the
value of each vertex displacement is associated with values
among the range of values of the considered FAP along the
animation period, in which maximum and minimum ver-
tex displacement values occur along any direction. These
associated pairs of values, i.e. FAP value and vertex dis-
placement, are stored for those FAP values that were de-
rived from the aforementioned criterion. Since the vertex
position is known for these FAP values, the estimation of
the displacement vectors is straightforward.

3. FAT LOADER - FAP PLAYER APPLICATION

Regarding the domain of face animation that is compliant to
the MPEG-4 standard, several applications have been im-



plemented. Most of them are able to execute an FAP se-
guence to animate a predefined model. Few of them, how-
ever, allow a proprietary face model and its animation ta-
ble to be loaded. The application which was developed in
this case was based on an FAP animator, which was imple-
mented for the European Project MoMuSys[10].

The basic idea was to enable the application to load an
arbitrary facial model. The application operates by receiv-
ing a sequence of FAP values in the input and trandating
them in vertex movements, according to the specifications
of the model FAT. A frame from the animation on the Maya
platform can be seen in Figure 2 together with its corre-
sponding frame, as seen after having loaded the model and
its FAT on the MPEG-4 player and having executed the
same FAP sequence.

Figure 2: A snapshot from the Mayamodel’s animation and
its reproduction by the developed MPEG-4 face animator.

4. CONCLUSION

The Maya plug-in, the development of which has been pre-
sented, isafast method for extracting MPEG-4 content from
an animated face model in Maya. The extracted data define
the model with its animation table and include its anima-
tion. The MPEG-4 player application running on these data
demonstratesthat the resulting animation is successfully re-
produced without resorting to the Maya platform, only by
using the MPEG-4 datastreams. Furthermore, a good qual-
ity of data compression is achieved, since it encodes the
model with its animation tables and permits the animation
to be executed by applying a limited list of parameters for
each frame to the model.
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