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Abstract

In this paper, morphological elastic graph matching is
applied to frontal face authentication on databases col-
lected either under optimal conditions or during real-world
tests (i.e., access-control to buildings or tele-services via
INTERNET in a typical office environment etc.). It is
demonstrated that the morphological elastic graph match-
ing achieves a very low equal error rate on databases col-
lected under optimal conditions. However, its performance
deteriorates in real-world experiments. The compensation
for variable recording conditions, such as changes in illu-
mination, scale differences and varying face position prior
to the application of morphological elastic matching is pro-
posed. The results obtained indicate that the proposed ap-
proach overcomes the image variations and stabilizes the
performance of the authentication algorithm.

1. Introduction

The interest and research activities in automatic face
recognition have increased significantly over the past five
years. The growth is mainly driven by application demands,
such as identification for law enforcement and authentica-
tion for remote banking and access-control applications. A
recent survey on face recognition can be found in [1]. Ma-
chine recognition of faces yields problems of the following
two categories:

e Face recognition. Given a test face and a set of ref-
erence faces in a database find the IV closest reference
faces to the test one.

e Face authentication. Given a test face and a reference
one, decide if the test face is identical to the reference
one.

*This work was carried out within the framework of European ACTS
project “Multi-modal Verification Techniques for Tele-services and Secu-
rity Applications” (M2VTS).

The just mentioned problems are conceptually different. On
the one hand, a face recognition system usually assists a hu-
man face-recognition expert to determine the identity of the
test face by computing all similarity scores between the test
face and each human face stored in the system database and
by ranking them. On the other hand, a face authentication
system should decide izself if the test face is a client (i.e., he
or she claims his/her own identity) or is an impostor (i.e., he
or she pretends to be someone else). The evaluation criteria
for face recognition systems are different from those applied
to face authentication systems. The performance of face
recognition systems is quantified in terms of the percent-
age of correctly identified faces within the NV best matches
[2]. The performance of face authentication systems is mea-
sured in terms of the false rejection rate (FRR) achieved
at a fixed false acceptance rate (FAR) or vice versa. By
varying FAR, the Receiver Operating Characteristic (ROC)
curve is obtained. A third difference is in the require-
ments needed when face recognition/authentication systems
are tested. Although the algorithms employed in both face
recognition and authentication systems are of common ori-
gin (for example, the dynamic link architecture [11]), there
is no a priori guarantee that the same algorithm would enjoy
the same performance level in both cases.

Face recognition has received more attention than face
authentication by the scientific community. There are not
many published works on face authentication. Even for
face recognition only a handful of algorithms have been
tested on databases greater than 150 individuals. More-
over, the conditions under which face databases are col-
lected affect seriously the performance of a face recogni-
tion system. Recently, a comparative study has been per-
formed for three well known face recognition techniques,
namely, the eigenfaces, the auto-association and classifica-
tion neural networks, and the elastic graph matching [3].
It has been found that the eigenfaces work well when the
face images have relatively small lighting and moderate ex-
pression variations. Their performance deteriorates signifi-
cantly as lighting variation increases. On the contrary, elas-



tic graph matching is found relatively insensitive to vari-
ations in lighting, face position and expressions. Recog-
nition errors close to 20% are the best rates reported for
elastic graph matching when scale variations are present.
Auto-association and classification networks actually break
down (i.e., their recognition errors &~ 60%) in the presence
of scale variations. In the closely related work [4], Adini
et al. presented an empirical study that evaluates the sen-
sitivity of several image representations (e.g. edge maps,
directional and non-directional derivatives of Gaussian fil-
ters, images convolved by 2-D Gabor-like filters) in changes
of the illumination conditions. It has been found that all
the aforementioned image representations are insufficient
to overcome variations due to changes in illumination di-
rection, view-point and expressions.

Motivated by [2, 3, 4], we test the performance of mor-
phological elastic graph matching on databases ranging
from small ones to large ones collected either under optimal
or real conditions. Secondly, by evaluating the sensitivity
of face authentication systems employing the morphologi-
cal elastic graph matching to changes in illumination, face
size and position, and facial expressions, we propose simple
and powerful face normalization techniques that compen-
sate for the varying recording conditions. Accordingly, the
paper complements the previously published works [3, 4].

2. Morphological Elastic Graph Matching

In the following, a brief description of morphological dy-
namic link architecture (MDLA) is presented. In MDLA,
we substitute the Gabor-based feature vectors used in elas-
tic graph matching [11] by the multiscale morphological
dilation-erosion. Let R and Z denote the set of real and
integer numbers, respectively. Given an image f(x) : D C
Z? — R and a structuring function g(x) : G C Z? —
R, the dilation of the image f(x) by g(x) is denoted by
(f @ g)(x).Its complementary operation, the erosion, is de-
noted by (f © g)(x). The scaled hemisphere is employed as
structuring function. The multiscale dilation-erosion of the
image f(x) by g, (x) is defined by [12]:

(f©97)(x) o >0
(f*90)(x) = ¢ f(x) ifo =0 ¢y

(f ©g,)(x) ifo<0.
For ¢ = —9,...,9, the outputs of multiscale dilation-

erosion form the feature vector located at grid node x, i.e.,
500 = ((f%90) (%), f(X)s. (F % g-9)(X)). An 8
x 8 sparse grid is created by measuring the feature vectors
j(x) at equally spaced nodes over the output of the face de-
tection algorithm described in [15]. The design of a face
authentication system based on morphological elastic graph
matching spans several issues that have been solved sep-
arately. Fast multiscale morphological operations for effi-

cient feature extraction are proposed in [5]. Linear projec-
tion algorithms for feature selection have been studied in
[6]. Automatic weighting of nodes according to their dis-
criminatory power has been treated in [7].

3 Performance assessment on multimedia
databases collected under optimal condi-
tions

In this section, we assess the performance of morpho-
logical elastic graph matching when it is applied for face
authentication on two multimedia databases collected under
optimal conditions. The databases are the M2VTS database
[10], and the extended M2VTS database (XM2VTSDB)
[13].

The M2VTS database contains four recordings (i.e.,
shots) of 37 individuals. Four experimental sessions have
been implemented by employing the “leave one out” prin-
ciple producing 5,328 client claims and another 5,238 im-
postor claims. Details on the experimental protocol can
be found in [5]. Table 1 summarizes the equal error rate
achieved by the face authentication algorithm under study
and compares it to those achieved by other competitive
frontal authentication algorithms developed within M2VTS
project. It is seen that the optimized MDLA with discrimi-

Table 1. Best equal error rates achieved by
frontal face authentication algorithms within
M2VTS project.

Method EER (%)
Elastic Graph Matching (residual matching) 11.8

(8]
Morphological Dynamic Link Architecture 9.3
(without linear projections) [5]
Elastic Graph Matching (local discrimi- 6.1
nants) [8]
Morphological Dynamic Link Architecture 54
(with linear projections of the feature vec-

tors) [6]
Optimized robust correlation [9] 4.8
Morphological Dynamic Link Architecture 3.7

with discriminatory power coefficients [7]

natory power coefficients is ranked as the first method with
respect to the equal error rate.

The extended M2VTS database contains 295 individu-
als’ video data which include speech and image sequences
of rotated heads. Eight recordings of 295 persons have



been collected under optimal recording conditions. Mor-
phological elastic graph matching has been tested on the
XM2VTSDB according to the two configurations defined
in [14]. The design of a person authentication system based
on MDLA is split into three procedures, namely, the train-
ing, evaluation and test procedure. In the first configuration
three frontal images have been used for each client. The
training procedure results in 200 client claims and 39800
impostor claims. The receiver operating characteristic on
the training set is plotted in Figure 1a. It is seen that an EER
~ 3.0 % is achieved. Another 600 client claims and 40,000
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Figure 1. Receiver Operating Characteristics of
morphological elastic graph matching on the
training, evaluation and test set of the ex-
tended M2VTS database (a) in configuration
I, and, (b) in configuration II.

impostor ones are produced during the evaluation proce-
dure. Although there is a possibility to adapt the thresholds
determined previously, we decided not to do so on purpose
to keep the aforementioned claims disjoint to the claims that
are employed in the subsequent test procedure. The evalua-
tion claims can be exploited then to train a fusion manager.
The ROC on the evaluation set is overlaid in Figure la.
It can easily be seen that an EER = 8.0 % is obtained on
the evaluation set. The test procedure produces 400 client
claims and 112,000 impostor ones. The test ROC is shown
overlaid in Figure la. The inspection of Figure la reveals
that an EER ~ 6.57 % is achieved.

A second configuration is also tested that employs four
training images for each client, two images for evaluation
and another two images for testing. This configuration re-
sults in 400 evaluation client claims whereas the numbers
of evaluation impostor claims, test client claims and test
impostor claims are left intact. The ROCs are plotted in
Figure 1b. It is seen that the EER is approximately 1.5 %
on the training set, 6.2 % on the evaluation set and 5% on
the test set.

4. Problems occurred in real-world tests

It is well-known that the conditions under which face
databases are collected affect drastically the performance
of face recognition/authentication algorithms [3, 4]. A key
to the successful development of a general face authentica-
tion system is to systematically account for the different ac-
quisition parameters, i.e., the varying lighting, background,
pose and scale of the face etc. Accordingly, the evaluation
of any authentication algorithm on a database collected un-
der optimal conditions is inadequate when the algorithm is
to be integrated in a platform for commercial exploitation.
In such a case, it is of utmost importance to evaluate the
authentication performance of the algorithm on real-world
tests. Towards this goal two small galleries are collected
under real operating conditions, namely, the MATRANOR-
TEL database and the IBERMATICA database. The former
database was collected by MATRANORTEL Communica-
tions, France, and the latter one by Ibermatica, Spain.

The experiments reported on MATRANORTEL
database have been conducted on 21 persons. Several
sources of degradation are modeled in the database: (a)
varying face size and position, (b) changes in illumination,
and, (c) variable facial expressions. In addition to images
belonging to the just-mentioned cases, the database con-
tains one set of training images (1 image per person) and
one set of test images (2 images per person) recorded under
optimal conditions. That is, a uniform white background
exists in the images, uniform lighting conditions are
used, the face is of neutral expression and it is located at
the center of the image. A set of experiments has been
implemented so that the performance of the morphological
elastic matching is correlated to each degradation source.
2,445 impostor claims and 117 client claims are produced
in total. The first column in Table 3 summarizes the
performance of morphological dynamic link architecture
for each source of degradation separately and in the general
case.

A set of similar experiments has been conducted on 11
persons from the IBERMATICA database. For each person,
two training sample images are stored in the database. A
large number of test images has also been recorded. In par-
ticular, more than 20 test client images of each person have
been recorded. In addition, a couple of test impostor im-
ages per individual have been recorded. In total, 514 client
accesses have been tested against 56 impostor ones. The
three types of degradation previously described are present
in this database as well. The performance of the elastic
graph matching [8] and that of the morphological elastic
graph matching have been evaluated on the IBERMATICA
database. The EERs obtained are shown in Table 2. From
the inspection of Tables 2 and 3, it becomes evident that
the performance of the algorithms tested depends strongly



Table 2. Equal error rates achieved by elas-
tic graph matching and morphological elastic
graph matching when they are applied to IBER-
MATICA database.

Method EER (%)
Elastic Graph Matching [8] 25
Morphological Elastic Graph Matching 35
(MDLA)
Normalization + Morphological Elastic 20
Graph Matching

on the variable recording conditions. To alleviate such a
dependence, the compensation for the different conditions
is needed. To do so, the use of simple and powerful face
normalization techniques prior to the application of any au-
thentication algorithm is proposed in the next Section.

5. Face normalization techniques

The proposed techniques are based on the detection of
the facial region in the image and its splitting into two seg-
ments, the left segment and the right one. We assume that:
(1) image background is uniform, and, (2) one person only
appears in a scene. The algorithm is comprised of the fol-
lowing steps:

Step 1: The oval shape of a face can be approximated by
an ellipse. Therefore, the detection of the facial area in an
image can be performed by detecting an object of elliptical
shape.

Step 2: The next step is to model the face-like region by
an ellipse using moment-based features [16]. Let us denote
the face-like area by C' and the best-fit ellipse by £. An
ellipse is defined by its center (g, yo), its orientation § and
the length a and b of its semi-major and semi-minor axes.
The center of the ellipse is estimated by the center of mass
of region C. The orientation of the ellipse is computed by
determining the angle between the axis of the least moment
of inertia and the horizontal axis of the coordinating system.
The length of semi-major axis a and the length of semi-
minor axis b can be computed by evaluating the least and
the greatest moments of inertia. To find the ellipse which
models better the given region, we iteratively maximize the
measure:

M:Zl—Zl )

(z,y)€€ENC (z,y)eEnCe

where C¢ denotes the complement of region C' (i.e., the
background). The maximization of (2) corresponds to the
maximization of the number of correctly modeled pixels

(i.e., (z,y) € €N C) and the minimization of the number
of incorrectly modeled pixels (i.e., (z,y) € €N C°).

Step 3: The first ellipse found is a coarse approximation
of the facial area, because the hair, and in some cases, parts
of the clothes are included. To overcome this problem the
ellipse is subdivided into its left and right segments with
respect to the vertical axis.

Step 4: The next step is to apply a clustering algorithm to
each segment of the ellipse, separately. By choosing K=2,
a K -means algorithm hopefully succeeds to relate the skin-
like areas with a single cluster in each segment.

Step 5: The union of clusters in the left and right seg-
ment that correspond to skin-like areas is modeled by an
ellipse using the algorithm described in Step 2. The quality
of fit is measured again by (2). By doing so, a finer approx-
imation is obtained. The ellipse found at the last iteration is
the best-fit ellipse we searched for.

Lighting may cause unevenly illuminations of the right
and the left face segments. To compensate for the afore-
mentioned effect, the mean intensities of both face segments
should be equalized. The problem of varying face position
can be solved by translating the initial image so that the el-
lipse center always coincides with the image plane center.
The width of the face can be approximated by the length
of minor axis 2b. Size (i.e., scale) normalization can be
achieved by resizing the image with a horizontal scale factor
‘;V—;, where Wy is the desired width of the normalized face.
Image resizing is achieved by linear interpolation. The suc-
cessful compensation for variable recording conditions in
images from MATRANORTEL database is demonstrated in

Figure 2.

To quantify the success of face normalization techniques,
we evaluate the EER when the proposed techniques are in-
corporated into the morphological elastic graph matching.
The gain in EER on MATRANORTEL database is shown
in Table 3 for each degradation source separately as well
as in the general case. A significant drop of 7.3% in EER
(which amounts to a 33 % relative drop) is achieved in the
general case. For comparison purposes, the EERs achieved
without normalization are also included. The EER drops
to 20% when the face normalization techniques are applied
prior to MDLA on IBERMATICA database, as can be seen
from the inspection of Table 2. That is, a significant drop
of 15% in EER (which amounts to a 43 % relative drop) is
achieved.
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