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1 Introduction

Speckle nolse is a special kind of nolse encountered in images formed by laser beams, n
radar images as well as in envelope-detected ultrasound (U5} B-mode unages. it s an
terference effect caused hy the seattering of 1he US beam from IMICroscope tissue inho-
mogeneities. It has been found that +he contrast/detail results for the envelope detection
in diagnostic US are almost identical with the results for square law detection with the
latter serving as upper hmit {or performance in lesion detection [6]. The detection of focal
lesions from the point of view of communication systems has been considered in {7]. The
suppression of speckle by an adaptive weighted median filter has heen proposed in (3],

The main contribution of this paper is the design of optimal nonkinear fiters for speckle
rernaval in US Benode images and the derivation of their properties. Speckle is modeied as
multiplicative noise. At a first approach: the signal is assumed to be constant and the notse
term to be Ravleigh random variable having unity expected vaine: The detection of the
constant signal is expressed as a binary hypothesis-testing problem. Tle receiver operaiing
chnrncteristics for the optimal decision ruie are derived by pvaluating theoretically the
probability of false alarm and the probability of detection, The problem of estinating
the constant signal is also considered, It s proven that the maximum Hkelihood (ML
estimator of the signal is the Ly mean filter multiplied by a constant scaling factor, The
expected value and the variance of riis estimator have been evaluated. The mean square
error {MSE) in estimating the constant signal by using the ML-estimnator has also been
caleulated. The use of an Leestimator of the constant signal is also proposed. L-estimators
are defined as linear combinations of the order statistics, i.e., the observations arrangect
in ascending order of their magnitude inside the fiiter window (1], The L-estimator which
minimizes the mean square error between the L-estimator output and the signal is designed.
At a second approach, the signal s assumed to be random variable. The structure of the
" optimal decision rule is agan derived, The maximum a posteriori probability {MAP)
estimator of the intensity (i.e., squared} signal has also been found.

2 Detection of a constant signal from speckle

et z be the cnvelope-detected observed signal, m be the signal and n be a noise term
statistically independent of m. It is assumed that the signal m is related to the observation
z by

Z = AN (1)
T he probability density function (pdf} of the ohserved random variable (r.v.) # is considered
to be Rayleigh [4h:

2

z z '
£ = S epleagl, 20 (2)
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It can be easily proven that if the signal m is constant and equals e:r\/m and the noise
term n is Rayleigh r.v. having unity expected value, then the pdf of the r.v. 2 is given by
(2). In the following, the model (1} will be used.
Let us assurme that we have a set of ¥ observations z;,2;,..., 2y dencted by a vector
= {21, 29, ..., 2N} in the observation space RY . Letn = {n;, ma, ... . Ax ) be a vertor of
N mdependent identically distributed Rayleigh notse random vanablﬂ Let us assume the
following two hypotheses:

He:a=mn k=01 (3]
created by the probabilistic iransition mechanisms:
Z; Z; ,
f H:.ZlH:}““ E}E‘Q{ 3 i > 0, o= 1.0 N k=11 (4)
4 dog

The Bayes criterion [8] leads to the likellhood ratio test {LRT) :

| f;mt{ZEIfl} v .
g [
Fo ZiHa) ~ 2

By substituting (4) to (5) the following optimal decision rule results:

A(Z) =

ZZ;-E - T?-——{!ﬂﬁ-‘}Nfﬂ-‘}“’}" fﬂr::rl ‘;hz'fﬂ - fﬁ)
N 22

H 20
E A 07 {EW:’H-—* - in@) =~ for of < of ()

where 8, and ' are thresholds.

Let Ry be the decision region under the hypothesis Hy and Ry the rorrﬂ%pnndmg cle-

gision region under the alternative hypothesis, The probability of false alarm and the
probability of detection for the decision rule (0) are given by:

y

Pro= | fano(ZiHodZ = Pr(3 21 2 718 (®)

Po = [ fu(ZiHE = Pr(y" 22 2 11H, (9)
1szl :

The plot of Pp versus Py for various v as varying parameter is defined as the receiver
operating characteristic. The thresheld 7 is expressed as follows:

2d%ad
y= 5 {nf42Nle d) (10}
where d = 1/05. It can be proven [} that the probability of false alarm is given by:
i
F f TS exp(-g) = 1-T
- exp(~§)a =1 - -1}, dz 1 1%
F ;;:E{N-i}! p(-¢ F‘: ,f““ ) (11}
where Tr{u, M} is the incompiete CGamma fanction:
M+l oM
Tofu, M) & j: %exp{-m}dx (12)

The probability Pp is evaluated as follows:

=11 N-1, d=1 {13}
o ri?d?cr 2N’ )
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From (11,13) and (10} , it can be seen that the probabilitics of false alarm and detection are
independent of . A similar analysis holds for (7). The receiver operating characteristic
becomes superior as 4 increases (decreases) when d > 1 {when 4 < 1} or with the mcrease
of the length N when o 18 kept constant.

3 Estimation of a constant signal from speckle

In this section we estimate the parameter m in (1) if » is multiplicative noise independent
of m which 1g distnnbuted as follows:

2
ity = el -0

A >0 (14)
Let us suppose that we have a set of ¥V observations. Then:

¥ T2l )
FumlZAM) = WwﬂHvam T (15!

The ML-estimate of M maximizes the log-likelihood function In fu (Z|.1]. Therefore:

g
(‘_)_ﬂr lnfﬂlm{z] ‘LI |1"|-fi'—7?1-,”,{3} 0 {16}

or equivalently:

| N
) T 1 . N
m.n.”;‘/{\];;z.ﬁ ()
= . =1

Thns, it has been proven that the ML-estimator of the constant signal 15 the L; mean
scaled by the factor i—?
Let w{ N) be the following polynomisl of N

LIV o+ 3
r(Ni 2 v+ ] (18]

VNN -

then. the expected value of the ML-estimator, its variance and the meon square estimation
error are given by [2]:

E[ri] = n(N)M varfi] = (1 — 7 { N})M° Ef(sh — M1 =211 - a{N)IM* (19)

Another class of estimators found extensive applications in digital signal and unage

processing are the L-estimators which are bascd on the order statistics. The output of the
L-estimator of length N is miven by:

y{k) = a'z, {k) (20)
where a = {@, .. -, axn)" 18 the L-estimator coefhicient vector and z. (&Y = ::"”,, zh], e .‘:;"‘N}}'

s the vector of the observations arranged in ascending order of maguitude {1e. arder
statistics), We shall design the L-estimator which minimizes the mean square error {MSE} -
E{(yik) — m)?] under the constraint of unbiased estimation for the mox el (13, The un-
biasedness condition implies that the L-estimator output will converge to the estimated

constant signal in an ensemble-average sense and results in the following equation in veetor
notation:

=1 {21}
where 1 = {E[n)], Elnggl, - - - Elngn])t is the vector of the expected values of the order
statistics. The superscript k 13 druppc . out duc to stationarnty. Let n. = {ngy... . i)
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be the vector of the ordered nowse samples and R = E[n.n!] be the correlation matrix of
e ordered noise samples. The MSE is written as follows:

MSE =m*(a'Ra - 1)

[l-
b
Qe

‘The L-estimmator coefficient vector a which minimizes (22) under {21} 1s given by [1]:

R '

A= =
R

(23)
In order to caleulate awe necd matrix R whose elements are moments of the order statistics
for the Rayleigh distribution with parameter . In our case the parameter o egiiils \/m
ws enn be seen from {14). The evaluation of the elements of the correlation matnix R and
the vector j¢ in a computationally efficient manuer is treated in [2]. It has been found
that the higher order skatisties are weighted by larger cocflicients for various L-estimator
leneths and that there exdsis an almost linear increase m magnitude of the L-estimator
roclBeents o with the order noumber 2.

4 Generalization to a random lesion signal

I tiost practienl cuses it is unrealistic to consider a constuut signal hypothesis. Without
any loss of generality the followiug binary hypothesis problem will be assumed:

Hiz = mn

HU - = T {24]

where m. 1 are rendom variables. Our aim is to perform detection and estimation based
s tlis model, Siner m is w v, the conditional density of the observations assunung i)
13 mivet Dy

femm = Fomin (ZIM L Hy) fapn AMH ) JdM (25)

%

where ¥m 13 the domain of the rv. m. ¥ n s a Rayleigh rov, distributed as (14} then the
conditional density of the observations under the hypothesis #, and the condition that m
iv known 1s given by

1 Z.  wZ Tt

Jrz‘r.ru..”t |{ZI-'ﬁJ'r Hl] — Tﬁfﬂ(ﬂ] 'Zﬂ-'.f'] EKP{"'%JJI

y M >0 (26}

The conditional density of m assuming H; must be chosen in such a way that 1t represents
o reulistic model and it is mathematically tractable. A Maxwell density with parameter i
fullflls both requircments. Thus:

41.1:1,."’2 2 . )
fm|H1[M|H;} — VGI'_ ﬂf L‘]{I_]{ —;"‘...'lf } (2?}
By substitufing (27} in (25) we obtain:
fﬂHI{Z]HI} IﬂEEZE}{p[-"ZV.’ 'rT} (28}

It can be seen that the resalted density is a Garnma density. Such a result 15 very reason-
able. because it 33 known that speckle can be modeled by 1 Gamma density function [5,
op. 226]. Based on NV observations the log-likelihood test leads to:
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N
SO ZE - lv 3> Z, -

1=1 = |

1 '—{H - Nln2\y = (20}
The problem of the estinanion of the signal mowall be treated next. The (MAP) estimare
of the signal s defined oy

T
7 frisl M2 piy = 0 (30)

By applying the Baves theoremn wie obtadn:

W

.I_‘z_h.__{w_ni—i 0 (31)
1 Ry RUA M
Therefore the MAD catinuie of the sinaced signal 5 = iy elven by
Tl 2
Al = ‘*., m Ur 1} e ,. i‘:":lZ* (32)

It ety hoe seen that for N o= 0 tlie AP estiinte of e =ednees 1o the form of the ML-
estirnate of Lhe constant el

5 Experimental results

In U5 commmnity, simndared 1158 Bomode laages are nsed in order to evaluate the J36T -
formance of vivious flters e speckle suppression and 1o <eteer parameters (such as Blter
length and thresholds involved) i the suage processing ~ask. A :~'i1111.11;11:ic‘.-1i of an hoino-
geneous pieee of fsoe Dot v vt o cireular lesion o the adddle with dimmneter of
2Zem bas been wsed, The lesion differs from the hackeronnd in refleetion strength {+3d0).
Backgronnd anrd lesion hiave an equal munber density of ~eatterers (50 000/ ern?). We have
cxamined the success of the following strategies in lesion detee t:lhl ity: {1} thresholding
the original age withons auy processing (2) fltering the original image by the 9x 9 arith-
metic mean filter and thresholding the filtered image 13) filrerning the original mnage by the
%9 ML-estumator of rhe constant signal aud thresholding the filtered image (4) fitering
the original image by the 9x % L-estimator and thresholding the filtered image, We have
compared the performance of the above-deseribed strategies using as hgures of merit the
arca under the ROC 1o encly cose anud the probability of detection Py for a threshold chosen
s that the probability of false alarm Ppoto e ~ 10% . Some experimental evaluations of

Tahle 1: F1ovnes or Megir ror Lesion DETRCTION ON SIVMULATED US B-MoDe
[ AT

Method " TArea under ROC T Pe(%) | Po(%) | Threshold
image thresholding 0.634570 10.8031 | 254360 | 25
ar. moean 9x9 0.733165 11.0012 | 37.3067% 20
ML-cstiinator 9x4 (L.7437706 122488 | 40.8185 19

| L-estinabor 9x0 ). 745246 11,5047 | 39,5372 19

these fipures of meril are shown m Table 1. It can be seen that the proposed nonhnear
filters are relatively better than the anthmetic mean with respect to the arca under the
ROC and the prohability of detection for the sane probability of false alarm.
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