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Abstract— Multimedia  fingerprinting, also know as ro- to be managed with respect to their intellectual propegits,
bust/perceptual hashing and replica detection is an emerging an appropriate similarity metric and an efficient searchtstyy
technology that can be used as an alternative to watermarking fo in order to devise a DRM system. More specifically, such a

the efficient Digital Rights Management (DRM) of multimedia ¢ decide if dicital it bl ofe
data. Two fingerprinting approaches are reviewed in this paper. Systém Can decide 1 a query digital item resembies a reteren

The first is an image fingerprinting technique that makes use item in the database. If this is indeed the case, the query ite
of color-based descriptors, R-trees and Linear Discriminant is identified as being a copy (replica) of the corresponding

Analysis (LDA). The second is a video fingerprinting method jtem in the database and legal action can be pursued against
that utilizes information about the appearances of actors in videos g gwner/distributor if he is not posessing/distributingn a
along with an efficient search strategy. Experimental performace legal way. In order to be of practical use, the feature vector
analysis is provided for both methods. : . ! . ' o
and the matching procedure involved in a fingerprintingesyst
|. INTRODUCTION should be robust to manipulations that multimedia data migh
Recent technological advances in the area of multimediadergo, either due to their distribution and use or due to an
content distribution have resulted in a major reorganimatf intentional attempt to make them unrecognizable by the finge
this trade. Valuable digital artworks can be reproduced apdinting system. The major benefit of fingerprinting stenasrfr
distributed arbitrarily without any control by the copymig the fact that, unlike watermarking, no information needs to
holders. Thus, issues related to intellectual propertitsig be embedded within the image content, thus ensuring perfect
protection and management arise. quality for the data to be protected and furthermore making
Numerous systems addressing the issue of copyright protdee system applicable to data that are already in the public
tion can be found in the literature, the vast majority of themomain. It should be noted here that the term fingerprinting
being based on watermarking. Watermarking is the technigag used in this and other papers, should not be confused with
of imperceptibly embedding information within the contenthe fingerprinting watermarking which is essentially a aati
of the original medium [1]. Although watermarking has atef watermarking.
tracted considerable interest from both industry and avéale  The basic hypothesis behind the aforementioned approach
it bears certain deficiencies. The requirement of embeddiisgthat every multimedia document shares enough informatio
information inside a multimedia document before it is madeith its modified copies to allow their identification as such
publicly available, implies distortion of these data at @@e and yet enough discriminative information with respect to
extent and automatically excludes data that are alreadyein bther data to allow for their identification as non-relevant
public domain and need to be copyright protected. In additioFurthermore, it is assumed that the modified data maintain
watermarking is unable to counter content leakages, whenarfficient quality and resemblance to the originals. Sédyere
unwatermarked copy of the original artwork is stolen. distorted copies are of no interest for a fingerprinting eyst
In order to overcome these inherent watermarking deficiesince their commercial value is reduced. The problem of
cies, the scientific community recently started to invedtg multimedia fingerprinting bears certain similarities withat
copyright protection and digital rights management in mubf content-based indexing and retrieval but has also inaport
timedia data from another perspective i.e. as a problem differences. The major difference between fingerprinting a
similarity of multimedia, data, the similarity being defthen retrieval is that the similarity criterion is usually loosi
a robust way. These approaches, which come under differegtrieval, since the user is often interested not only inespf
names, i.e. multimedia fingerprinting [2], [3], [4], [5], bast a multimedia item, but also in different items that are pprce
or perceptual hashing [6], [7], [8], [9], [10], and replicatually similar to it. Moreover, the requirement of robustee
recognition/detection [11], [12], [13], [14], [15], [16Rim at to manipulations is not applicable to retrieval.
extracting from the data a feature vector, called percéptualn this paper two fingerprinting systems are described. The
hash, fingerprint or signature, that characterizes them infiest system is an image fingerprinting system that utilizes
uniqgue and discriminative way. This feature vector can Iz database of original images that can be queried with a
combined with a database of multimedia documents that nemdspect image and decide whether this image is a possibly
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by a feature vector comprising of color-based descripfbing. |
system utilizes a multidimensional indexing structureeloagn Feature Vector l
R-Trees. Although substantially reduced, the probabthigt | ™

the R-Tree returns more than a single image as candidates A
for being the originals of the query is existing and prevents >
the system to decide unambiguously. Linear Discriminant

Analysis , preceded by Principal Component Analysis (PCA)

is applied in order to reformulate the solution space anttlyie

more discriminant image representations. A more detailed Fi9- 1. Database organization of the image fingerprintingesys
description of this system can be found in [16]. The second

system makes use of information about the appearance af f o — _pcA
of distinct individuals (e.g. actors), in order to charaigte a | [ bumeion [~ >/ X
video segment in a robust way and use this information for 6 &
video fingerprinting. Signals that show whether a certaiorac Retee

R-tree

Image
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appears or not in each frame of the video are used as feature Space
vectors or signatures in this case. Additional details fos t

system (When used in a video Indexmg framework) can lll—leg 2. Searching the database for verifying whether a qimage is a copy

found in [17]. of an image in the database or not.
[1. IMAGE FINGERPRINTINGUSING R-TREES ANDLINEAR

DISCRIMINANT ANALYSIS evaluation of various feature extraction methods has been
A. System Overview performed. All methods are based on the color histogram

The construction of the proposed fingerprinting - imag@nd try to benefit from its inherent resilience to a number of
replica detection system can be separated to two indepen mon ma}_nlpulzuon_s and es;f)emalg/geometrl_cgl tra;gﬁor
phases. The first phase deals with the database organiza%ﬂens'ona'ty reduction Is performed by quantizing th@co

and construction. Each time a new original, copyright prgystogram distribution with respect to a specific color ftele

tected image is added into the database, the image is setbje the comparative evaluation indicates that the best trédeof

to a series of predefined attacks (image manipulationsytgele *€tWeen compaction and retained information is accormgtish
according to the system’s design specifications. Featutense when the quanuzat_lon scheme utilizes the !\/Igcbeth color
are extracted from each attacked version resulting in aifeatPalEtté for constructing a feature vector containing 24asca
table which contains samples from the feature space neigflues: It must be noted that the scheme described here can
borhood of the original image. The latter is utilized for th e combined with other feature vectors.
calculation of an extent vector that specifies the neighimdh
extent for each original image . Finally, the original imadge
indexed within the R-Tree structure, according to the exten In order to reduce computational cost and improve accuracy
vector (Fig. 1). of the system an R-Tree [19] was introduced. Originally,
The second phase implements the actual fingerprinting furiR=Trees were created to index spatial objects using their
tionality, once the database has been organized. An agpitr@ounding boxes (BBs). For a given image query, the R-Tree
image is submitted as a query to the indexing structure. THfurns all the records whose BBs include the image query.
R-Tree prunes the redundant branches according to the que#f system works under the assumption that the features of
image feature vector and results inprovides a set of catedidgnodified copies of an original image are localized around
images or an empty set. The next step attempts to enhafft@se corresponding to the original image. Therefore, teelu
the system performance through LDA, preceded by a PdxTree is constructed by associating a bounding box to every
dimensionality reduction step. Finally, the system resuttme Original image. These bounding boxes are defined using an
closest image based on some similarity metric. Alterngtive €xtent vector. In order to determine the extent vector fahea
the query image may be found to reside outside the formulaté@Rge in the database, we simulate all attacks that an image
neighborhoods. In this case the result is an empty set. Thi#y undergo and we wish the system to be able to withstand.
the decision that the query image is not a (possibly modifiediiius, before inserting an original copyright protected gma
copy of the images in the database may take place eithergdurito the database, a series of predefined attacks are pedorm
the R-Tree traversal or after the application of LDA. The wayhe produced images are used for determining the extent

C. Indexing Multidimensional Feature Vectors

the queries are handled is demonstrated in Fig 2. vector.
) More specifically, a feature vector is extracted from every
B. Feature Extraction Method modified (attacked) version of an image and the distances in

The proposed system is based on work conducted in [18jch feature dimension between each attacked image and the
for image feature extraction. In this work a comparativeriginal image are calculated. The maximum distance foheac



. S Co . TABLE |
dimension is selected as the extent in this dimension. Thus,  arracks onORIGINAL IMAGES (TRAINING IMAGE SET).

the aforementioned procedure derives for each originajema

an extent vector consisting of 24 scalar values that detersni Attack Category & Severity Range | Step | Produced Images
the extent of the neighborhood in each feature dimension. [ JP€9 ;%Ta‘:lfﬁi'0‘25199;9(88(51‘(‘32“3‘)3’ factor > -

It is obvious that the extent vector selection is cruciat Resizing 0.3 - 2.0 (scale factor) 01 16
for the system behavior. In our case we have chosen afropping 9% - 50% (Remaining Portion)| 5% 8
implementation where a different extent is kept for every Total 77
image and for every feature vector dimension. Moreover, in
order to fine-tune the system performance, a constaiat TABLE Il
is multiplied with the values of all elements in the extent ATTACKS ONORIGINAL IMAGES (EXTENDED IMAGE SET USED IN
vector was introduced. Changing the value cofallows for TESTING).
extending or shrinking the bounding boxes and thus modifyin Aok Categony & Severy Range | Step | Produced Trage:
the system performance. Jpeg 10-90 (quality factor) 1 90 ]
D. Applying Linear Discriminant Analysis Resizing 0.3 - 2.0 (soale fadton) | 005 |35

The fact that the R-Tree can return more than one originalCroPPing 9% - 50%;'?%"’“”'”9 Portion)[ 1% o
image as candidates for being related to the query image

does not allow the system to decide unambiguously. In order

to obtain a single result and, at the same time, reduce the

number of decision errors LDA [20] was used for discriminarffounding boxes. Moreover, it is used for providing the s@sipl

feature selection. Prior to the application of the LDA, #or the evaluation of the linear transforkV, in the LDA and

dimensionality reduction step using PCA is performed. B§eriving the extent vectors used in the LDA space. Esséntial

eliminating the dimensions that correspond to the smallée goal of the training set is to effectively model all poési

eigenvalues, an implicit denoising of the data is achieWé distortions that an original image may undergo.

set of participating classes in the LDA coincides with thecde A total number of 77 attacks per original image were applied

images (classes) returned by the R-tree. Each of theseeslader constructing a training set consisting of 171.864 insage

is comprised of the feature vector of the original image glonfable | summarizes the attacks, which are performed by the

with the feature vectors of its attacked versions. Theserare preprocessing procedure applied each time a new original

observations used for calculating the class statistice. DA image is being inserted into the image database.

space is trained every time a query is submitted. The resulitn order to evaluate the performance of the proposed fin-

of LDA is a linear transformatiorW, that transforms and/or gerprinting system two sets of experiments were conducted.

reduces the dimensionality of the image feature vectgras: In the first set the performance when the system is being
3 T gueried with images that are replicas of the images in the
X = W X @ database was evaluated. The percentage of the query images

The goal of the linear transformatid¥, is to maximize the that are falsely identified as not being copies (false rigact
between class scatter while minimizing the within classteca rate) as well as the percentage of the query images that are
By projecting the samples to the newly created solutionepaddentified as copies but are assigned to a different image
better separation of classes is achieved. A similarity imégr in the database (misclassification rate) were evaluated. An
then used to find the closest class (image) and an extentrve@fended set containing more attacks than the training set
is used to accept or reject the query image as a copy of WAS utilized during this experiment. This query set corgain
original image. The selection of this vector is done using &ftacked versions derived by the same attack categories and

procedure analogous to the one described in Section II-C. Within the same severity range as those used in traininggtfno
using more dense attack steps (Table24)) images that reside

E. Experimental Performance Evaluation in the database were randomly selected for this experinreht a

A sample of 2.232 original images were used to compo#ee 535 modified versions of each of them were used as query
the database of copyright protected images. The images wign@ges (total128400 images). It is obvious that, in this case,
selected so as to form 12 different content categories, edgtages not included in the training set are incorporatedhén t
corresponding to a world famous cultural monument. Evalguery set, thus introducing a sense of fairness. For theeguer
ation of the system performance over a database containfnythis set, the false rejection and misclassification rate®
groups of similar images was done in an effort to assess ®$4% and1.28% respectively.
behavior under the least favorable situation. The second set of experiments aimed to evaluate the per-

A training set comprised of attacked versions of the oridermance of the proposed system when being queried with
inals is involved in two different stages of the fingerpmgti images that are not copies of the images in the database. The
system functional chain. Initially, it is utilized for estating percentage of such query images that are falsely identified
the optimal extent value for each image feature dimensicas copies (false acceptance rate) was used as a performance
i.e., evaluating the extent vector which is used in the ReTreneasure in this case. 450 images that were not included



in the image database formulated the content of this quéerpe face recognizer can either be of the hard (binary) datisi
set. The false acceptance rate in this case was equaltyje, in which case&(n,m) € {0,1} or a soft one, in which
7.33%. Currently, a variant that further reduces this errataseG(n, m) € [0, 1]. For each persos,,, it is then possible
by introducing after, the R-tree step, a module that perforno find all frame intervald!” = [a!", b*] such that7(n, m) >

image similarity computation using SIFT features [21] islen 0, n € [a;", "] and I]" ¢ I*,Vi # j. Using I* we can

1 078

investigation. then define aace occurrenceF™ = F(n,m)|'" .. as the
I1l. VIDEO FINGERPRINTING USING FACE-RELATED average certainty within the intervaf", that a specific person
INFORMATION is imaged. So we can approximat&n, m) with

The method presented in this section takes advantage of F(n,m) = ZFm [u(n — a™) — u(n — b)) ©)

information about the existence of faces of distinct indiils —~ ! '

(e.g. actors), in order to characterize a video segment in

robust way and use this information for video fingerprinting" i i

Using face-related information for video fingerprinting or For each. person sn, her S'gné‘t“f,e trlp!ets
™o b™), i =1,...,N form a pulse series in the video

indexing is not a new idea. However, most works until nO\X_/Fi ,di 1 b o heref h
[22], [23] are works on face recognition with a view to itd/me domain, as can be seen in Figure 3(a). Therefore, the
application on indexing. In the work described in this s video'V is characterized by signatureconsisting of quartets

we do not propose a face detection and recognition methQlgvalues (sm, Fi", ai", 0f"),m = 1,... .M, @ = 1,....N.

since ample work has been performed on both subjects [ p example of such a signature sigpal is given in Figure 3(b.).
but we investigate the effect of different parameters offdoe Each quartet c_orrespo_nds to a unique face appearance, i.e.,
detection and recognition process on the retrieval pedoga 't CONveys the information that persap, has been detected

of our method. The advantages of the proposed algorithm drm frame o;* to frame ;" with a confidence ofi™. The

firstly that it is based on semantic information, and is thuxtraction of the signature described above from the video i
robust with respect to video noise and manipulations, ﬁvonstrglghtforward if a face detection and recognition modsale
that it is convolution-based and thus robust to change afyqu@va'lable'

segment bqundaries a_nd to ma_lfl_mctions qf the face de_teog?rSignature Similarity

and recognizer, and thirdly that it is well suited to largdeo
databases. The details of the proposed system will be Beslcri
in the next sections.

ereu(n) is the unit step function.

Let us assume two signatureS, (n,m) and Fx(n,m),
derived as per Equation (3), which are extracted from two
video segments and refer to a common set of f&elset us

A. Format of Signature assume that we mowg, by a specific displacemert We will
define axo-occurrence” the evidence that the two signatures
Certainty (F) are the same. At a specific framefor a specific persomn
’—‘ and in the case of a binary decision recognizer, such evienc
@ 1 t exists if and only if the person exists at both signatures, i.
@ b Chard(d,n,m) = Fi(n,m) - Fo(n + d,m). If the detector
[ person 1 produces a detection certainty, the evidence that a specific
Certainty (F) Siﬁiiﬂi person occurs in both signatures depends on the certainty of
[ Person 4 detection. Thus in this cas€sei(d, n,m) = min(F;(n,m) -
Fy(n+d,m)). The overall evidence of similarity af (n, m)
® : 2 la |4 m . and F5(n, m) for a specific displacement can be computed by

summing over all frames and persons. If the lengths of the two
) o ) video segments ard’; and N,, and assuming without loss of
Fig. 3. Example of the characterization of a video segment lartgts. (a)

Signature for a single person. (b) Signature of a video segnifferent genera“ty thatVy < N, C Ca_n be regularlzed by dIVIdlng by
colors correspond to distinct individuals. Signature tptarare represented N1 and the number of possible persoig, In the case of a

by rectangles. hard detector (whose output is 0 or 1) this corresponds to:
Let V. = {f1 fo ... fn} be a video consisting of a N M )
number of cgnsecutive frarr}1eﬁ,“n = 1,...,N. that we Chara(d) = > > Fl(mm)NFjé,ner’ m) 4)
wish to characterize through an appropriately constructed n=lm=1 !
signature. LetS = {s; s2 ... sy} be the set of all the In the case of a detector that produces detection certsintie
individuals s,,,,m» = 1...M that have been imaged in thewe have:
video. Optionally, with no loss of generality, we can assume N M.
S to contain only the individuals of interest. Cootl(d) =Y > min(Fy (n,m), Fo(n + d,m)) (5)
Let us then assume a face detector and recogiizehose =1 m—1 NiM

output is the certainty: Geometrically,C' can be visualized as the overlap between

G(n,m) = Prob{s,, is imaged inf,,} (2) the rectangles that correspond to the quartets which refer



to the same person in the two signatures. The similarityheres, F', « andb have the same sub- and super-scripts as

of the two signatures is defined as the maximum value @ Sets of quartets will be noted in bold.

co-occurrenceCmax = maxg C'(d), obtained when sliding  When the video database is initialized, a database ifigex

one signature in relation to the othe¥. is computed by is created over all the signature quart§% in the database,

a process similar to a convolution. Th%y,x tends to be indexing them first on the person identityand then on the

insensitive to small changes in the signature, such asssplgtart framea. Two other indexed, and I, are created based

shifts, changes in height or in width of the quartet rectasgl on start framea and end frame alone. These indexes are

Having established a method for computing the similarityrucial for enabling near-logarithmic access to the qusiite

between two signature segments, searching for a speciovidhe database.

in a database entails simply comparing a candidate segmerThe following algorithm (illustrated in Figure 4) is propeas

with the whole database and declaring a match when tfw finding matching segments in the database with respect to

similarity exceeds a certain threshold. An algorithm thag¢sl a query segmenV quer, Which is characterized by a signature

this in near-logarithmic time with respect to the size of theonsisting of a set of quarte@aue":

database is presented in the next section. 1) Find the quartet inQ“eY that has the greatest area

C. Search-Matching Algorithm (duration x certainty) in order to use it as a base for
searching, and name it thteusted quartetQ™st. Thus
the trusted quartet has the following property:

(a) Select most trustworthy element (6) and search database for its occurances FtrUSt(th'USI — atrUSt) = max quuery(b?uery — a?uery) (6)

2) Find (through the index,,) all quartetsQP®® in the
database that refer to the same perso)#st:

Qbase: {Qbase6 de : Sbase: Strust} (7)

Query

12 13 14

Database

These will be used as the base for evaluating the
segments around them, and be nanimte quartets
! t (Figure 4a).

' — 3) For each base quarteé?®® c QP3¢ found in the
searchrange [~ T

‘ ‘ previous step:
Dt " o e |1 -_‘M% . a) Add the pair consisting of the current base quartet

QP3¢ and the trusted quart€d™st into a new list

(b) For each occurance (in this case 16) compute probable displacement

Query

(c) For each element in the query (in this case 3) find compatible elements within the displacement| L1 Wh|Ch W|” Contain pairs Of Compatible quartets,
m i.e. quartets from the candidate segment (in the
Query 1 2 4T |4 & Lt database) and the query segment which refer to

, the same person. . ‘
- . | E b) Calculate a displacement windduf'*", 62", cen-
0 1o ha ™~ 14 ! tered onQP3s¢ for finding possible matches in the
database (Figure 4b ), where:

(bbase_ abas% N (btrust _ atrust)
2 2

acﬁsp — _bgisp (9)

K2

Database

(d) After finding all possible matches, evaluate the overlap at all possible maxima.

disp
by'sP =

(8)

Matches

c) Then using the current base quar@sé which

we have found in the database, do the following

for each query quartep]"*” € Qe :

””” i) Find (through the database indicés and I})
the set of compatible quarte®;;"" in the
database, i.e. those quartets that belong to per-
sons?°Y and which overlap with a window of
size b2 — %P which is centered o))",

Fig. 4. Graphical overview of the signature search and magchigorithm.
Different colors correspond to distinct individuals. Sigure quartets are

represented by numbered rectangles. i) If no quartets are found, increment a counter
If, for all query quartets examined so far for the
In the following, when we declare a sub- or super-scripted current base quartep@ewe haven > Treject,

@, we will assume it is a quartet of the for@ = {s, F, a, b}, where Tieject @ threshold, then proceed to the



next database quartQ?ﬁe that has the same The following types of noise, introduced during face detec-

person withQ™st, tion and recognition, have been considered:

i) Add the pairs consisting 0of29"®” on the one 1) Change of quartet start and end frames (hereafter called
hand, and all the recovereg];™" € Q{;"™" on face detector noide This is one of the most typical
the other, into the list.. errors made by face detectors and trackers. Exponential

d) Extract from listL a pair of quartets that have noise has been added to the start time of a quartet, and
been accumulated in the above steps. Name the zero mean Gaussian noise to the end time of the quartet.

pair Q°", Q™. Then, for each pair: The standard deviation of the noise varied from 1 to 2

i) Evaluate the area of overlag, of Qleft right seconds, for both the start and end frames of the quartets.
for all displacements; between the lquer)l/ seg- The mean of the noise was zero in the case of a quartet’s
‘ end frame, and equal to the standard deviation in the

ment and the candidate segment that correspond i ; S
to possible maxima of the value of this area. case of a quartet's start frame (since the distribution is

These displacements can be proven to be those exponential). o o

and only those that have®® + d;; = a"9" or Change of the person’s identity in a quartet (face rec-

peft 4 g, — pright ! ognizer noise). This is a typical error made by face
. y ptimal _ recognizers. Here we assumed a probability (between

i) Select the maximum match quality! . .
max; v;; and also keep the corresponding dis- 5% and10%) that a person’s identity would be randomly

placement/®"™. If all QP**were rejected due changed to another one. o _

t0 Tieject, dO NOE return a)?ptlmal (effectively set We should note t_hat no ex_pI|C|t _modelll_ng of phenome_na

it to 00). ’ such as compression, cropping, video noise etc are required
. Such manipulations ultimately only affect the output of the

e) Clear the listL. optimal face detection and recognition modules and, thus, theéceff

4) Soelﬁg the final similarity,°?"™ = max; v . 1fn0 can be included in the model of the employed face detec-

(2

a result of“not found”. If the difference between this In order to test our a|gorithm we have run a series of

similarity and the area of the original query segment (i.@xperiments to verify its performance when using query aide
the error) is below a thresholfl, (which depends on the segments that existed in the database, and when using query
size of Q™*), then declare a match, otherwise declargideo segments that did not exist in the database.
no match. Also keep the corresponding displacementAs already mention in section II-E, two sorts of errors can
dortimal occur in the first case: false rejection and misclassificafitne
5) Optionally, if no match is found repeat all above for theet of experiments in this case involved an artificial sigret
next most trustworthy quartet. In our experiments Wgatabase of 1000 videos, each 60 minutes long. From this
have done so. database we randomly extracted 3 sets of 100 segments each.
The segments in the three sets contained 32, 48 and 64 guartet
respectively, or equivalently 5, 7.5 and 10 minutes of video
Our aim was to evaluate the performance of the proposedch. On each set we added noise representing face detector
video fingerprinting method when applied on large videand recognizer errors, as described above, and then pexteed
databases. However, the effort of applying different typ€s to seek them in the database.
face detectors and recognizers on such a database, in ordén the second case, we used the model described above
experimentally test the performance of the proposed methed create a set of 1000 videos that were different from the
is extremely high. Thus, we performed the experimentairtgst ones in the database. Since the content of the new videos
of our algorithm on appropriately constructed artificiakada was completely unrelated to those in the database, there was
We have formulated a probabilistic model which describe® need to alter them in order to represent failures in face
the ground truth of the appearance of faces in videos, adétection and recognition. Three sets of 1000 segments each
a second probabilistic model which describes the imperfestintaining 32, 48 and 64 quartets per segment, were derived
behavior of the face detection and recognition modules whand used as query segments. Using a valueT pfequal
used to derive the signature from the query segment. The face30%, we ran the fingerprinting algorithm on the same
appearance ground truth sequences are modified by the fanéicially created face signature database describedreabo
detector and recognizer model. The distributions used temo False acceptance is the only type of error in this case.
the random variables appearing in these models were sglecteThe results are given in Table Ill, where the strength of the
by using a combination of statistical testing and analybth® detector noise is given as the mean deviation of the change
physical meaning of the variables whereas the parametersrothe start and end frames of the quartets (in seconds), and
the random variables of the model (mean, standard deviatitwe strength of the recognizer noise is given as the peteenti
etc) were derived by a manually annotated moderately largeobability of false recognition. The results show that the
corpus of video data. The output of these models is a setroéthod performs very satisfactorily, especially when éarg
video signatures consisting of quartets. guery segments are used. For example, for a query segment

D. Experimental Performance Evaluation



TABLE Ill
PERFORMANCE OF THE VIDEO FINGERPRINTING ALGORITHM

ThresholdT’, 30%
Query Length (quartets)] 32 | 48 ] 64
[ False Acceptance (%) [67] 3] 21
Recognizer nois@ | Detector Noisé False Rejection (%)
5% 1sec 2 4 3
10% 1 sec 7 4 4
5% 2 sec 4 3 4
10% 2sec| 11| 7 12
Recognizer noisg  Detector Noise|| Misclassification (%)
5% 1 sec 0 0 0
10% 1 sec 0 0 0
5% 2 sec 4 1 1
10% 2 sec 2 0 0

of 64 guartets, and with moderate noise (2 seconds detector

aMean deviation of the noise added to start and end quartets.
bProbability of false recognition.

(3]

(4]

(5]

(6]

(7]

J. Haitsma and T. Kalker, “A highly robust audio fingergimngy sys-
tem,” in 2002 International Conference on Music Information Retaie
(ISMIR 02) October 2002.

J. Seo, J. Haitsma, T. Kalker, and C. Yoo, “Affine transforesilient
image fingerprinting,” iR003 IEEE International Conference on Acous-
tics Speech and Signal Processing (ICASSR @d) 111, April 2003, pp.
61-64.

J. S. Seo, J. Haitsma, T. Kalker, and C. D. Yoo, “A robust imag
fingerprinting system using the radon transforr8jgnal Processing:
Image Communicatignvol. 19, pp. 325-339, 2004.

C. Y. Hsu and C. Lu, “Geometric distortion-resilient imagashing
system and its application scalability,” ACM International Conference
on Multimedia (Proceedings of the 2004 workshop on Multimethd
security) Magdeburg, Germany, 2004, pp. 81-92.

S. Yang and C. Chen, “Robust image hashing based on SPIHT,”
International Conference on Information Technology: Rese and
Education (ITRE 05)June 2005, pp. 110-114.

[8] A. Swaminathan, Y. Mao, and M. Wu, “Image hashing resili¢ot

El

noise and 5% recognizer noise) the false acceptance rate'}
2.1%, the false rejection rate is 4% and the misclassificatio
rate 1%.
The computational performance of our algorithm was aldd!!
evaluated by using artificial video databases The expetsnen
proved that the length of the query segments did not influence
the search time and that the performance of the aIgoritH
is near-logarithmic with respect to the size of the databases)
requiring just41 seconds for a search in a database consisting
of 10000 videos of duratior60 minutes each.

Two different fingerprinting approaches have been predante

CONCLUSIONS

(14]

Multimedia fingerprinting is an efficient alternative to wa-
termarking, having the additional advantage of being aipass[ls]
technique, i.e. one that does not alter the content of the dat

this paper. The first approach utilizes color-based desesp [16]
along with R-trees and LDA in order to achieve identification
of (possibly modified) copies of images from a database of

originals. The second method deals with video data and co
bines semantic (and thus robust to manipulations) infdonat

geometric and filtering operations,” iRroc. of IEEE Workshop on
Multimedia Signal Processing (MMSP’Q4Jiena, Italy, Sept. 2004, pp.
355-358.

R. Venkatesan, S. Kaon, M. H. Jakubowski, and P. MouliRpBust
image hashing,” in2000 IEEE International Conference on Image
Processing (ICIP 0Q)September 2000.

M. K. Mihcak and R. Venkatesan, “New iterative geometmethods
for robust perceptual image hashing,” ACM Workshop on Security
and Privacy in Digital Rights Managementol. LNCS 2320, 2001, pp.
13-21.

Y. Ke, R. Sukthankar, and L. Huston, “An efficient pabased near-
duplicate and sub-image retrieval system,’Rroceedings of the 12th
annual ACM international conference on Multimediéew York, USA,
2004, pp. 869-876.

S. Roy and E.-C. Chang, “Watermarking with retrievalteyss,” ACM
Multimedia Systemsol. 9, no. 5, pp. 433-440, March 2004.

S. Roy, E.-C. Chang, and K. Natarajan, “A unified framewdor
resolving ambiguity in copy detection,” ifProceedings of the 13th
annual ACM international conference on Multimed&ingapore, 2005,
pp. 648-655.

A. Qamra, Y. Meng, and E. Chang, “Enhanced perceptuahuiie
functions and indexing for image replica recognitiolEEE Transaction
on Pattern Analysis and Machine Intelligenosl. 27, pp. 379-391,
March 2005.

Y. Maret, S. Nikolopoulos, F. Dufaux, T. Ebrahimi, and Nikolaidis,
“A novel replica detection system using binary classifiésrees and
PCA,” in 2006 IEEE International Conference on Image Processing
(ICIP 06), Atlanta, GA, 2006.

S. Nikolopoulos, S. Zafeiriou, P. Sidiropoulos, N. Wi&idis, and
I. Pitas, “Image replica detection using R-trees and linéseraninant
analysis,” in2006 IEEE International Conference on Multimedia and
Expo (ICME 06) Toronto, Canada, 2006.

[I‘?] C. Cotsaces, N. Nikolaidis, and I. Pitas, “Video indexiby face

about the appearances of actors in videos with a convolution

like search strategy to achieve the same goals. Experiinenig
performance analysis shows that the proposed technigues ca
be used for the efficient DRM of images and video.

ACKNOWLEDGMENT

(19]

[20]

This work has been supported in part by the European
Commission through the IST Programme under Contract 5%
2002-507932 ECRYPT.

REFERENCES

[1] A. Tefas, N. Nikolaidis, and |. Pitas, “Watermarking tedtues for
image authentication and copyright protectiom” The Handbook of
Image and Video Processing, 2nd edition, edited by Al Bdslsevier
2005.

[2] J. Oostveen, T. Kalker, and J. Haitsma, “Feature exwactnd a
database strategy for video fingerprinting,” Broc. 5th International
Conference on Recent Advances in Visual Information SgsfétSUAL
2002) March 2002, pp. 117-128.

(22]

(23]

(24]

occurrence-based signatures,2i@06 IEEE International Conference on
Acoustics Speech and Signal Processing (ICASSPvob)Il, Toulouse,
France, 2006, pp. 137-140.

M. Gavrielides, E. Sikudova, and I. Pitas, “Color-bds#escriptors for
image fingerprinting,'EEE Transactions on Multimedjaol. 8, no. 4,
pp. 740-748, August 2005.

V. Gaede and O. Gunther, “Multidimensional access metficliCM
Computing Surveysol. 30, no. 2, pp. 170-231, 1998.

R. Duda, P. Hart, and D. StorRattern Classification (2nd ed.) Wiley
Interscience, 2000.

D. Lowe, “Distinctive image features from scale-inaar keypoints,”
International Journal of Computer Visiowol. 60, no. 2, pp. 91-110,
November 2004.

S. Eickeler, F. Wallhoff, U. lurgel, and G. Rigoll, “Ctent-based
indexing of images and video using face detection and retiogni
methods,” inProc. IEEE Int. Conference on Acoustics, Speech, and
Signal Processing (ICASSP 200May 2001.

S. Satoh, “Comparative evaluation of face sequence nmafckor
content-based video access,” fmoc. 4th International Conference on
Automatic Face and Gesture Recognition(FG20@0p0, pp. 163 — 168.
W. Zhao, R. Chellappa, P.-J. Phillips, and A. Rosenféféce recogni-
tion: A literature survey,ACM Computing Surveyol. 35, pp. 399-458,
2003.



