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Abstract—In this paper a novel method for human movement
representation and recognition is proposed. A movement type is
regarded as a unique combination of basic movement patterns,
the so-called dynemes. The fuzzy c-mean (FCM) algorithm is
used to identify the dynemes in the input space and allow the
expression of a posture in terms of these dynemes. In the so-
called dyneme space, the sparse posture representations of a
movement are combined to represent the movement as a single
point in that space, and linear discriminant analysis (LDA) is
further employed to increase movement type discrimination and
compactness of representation. This method allows for simple
Mahalanobis or cosine distance comparison of movements, taking
implicitly into account time shifts and internal speed variations,
and, thus, aiding the design of a real-time movement recognition
algorithm.

I. I NTRODUCTION

There is a bulk of human motion analysis literature. A gen-
eral review can be found in [1]. In particular, human motion
recognition encompasses several levels of complexity. Among
the many suggestions for motion categorization, here we adopt
the three level taxonomy proposed in [2]. In the lower level,a
dyneme, is described as the most constructive unit of motion,
while one level above, a movement, is conceived as a sequence
of dynemes, with clearly defined temporal boundaries as well
as clear conceptual interpretation, e.g., one period of walk.

An important question in human movement recognition is
what kind of information should be exploited in order to
represent a movement. Most methods in the literature exploit
either the local or the global motion information within a
sequence of posture images to represent a movement. Lo-
cal motion information is derived by observing the spatial
variation of points in the human body over time, e.g., by
feature tracking. Then position and velocity of these points
may be used to represent the movement in the input space, e.g.,
[2], [3]. Global motion refers to the shape configurations that
the human body receives through the course of a movement,
without considering any point correspondences. Consequently,
a movement is represented by a sequence of posture images
extracted from the original video, e.g., [4]–[6].

From the classification point of view, most methods mainly
fall within two categories, template matching, e.g., [4], [5], and
statistical techniques, e.g., [2]. Regardless the classification
type, movements are often represented as manifolds in some
space and compared using an expensive similarity metric, e.g.,
Hausdorff distance, to account for different length movements

and internal speed variations during the execution of the same
movement.

Recent studies in psychophysics, e.g., [7], [8], have sug-
gested that perception of a walking figure may occur from the
integration of the body shape over time, i.e., global motion
information is mainly responsible for the recognition of the
movement in the human visual system, while local motion
information has only supportive role in this process, e.g.,for
motion detection, segmentation and tracking. Inspired from
these studies, we represent a movement with a sequence
of human posture binary masks, i.e., we exploit the global
motion information of a posture image sequence. Moreover,
we conceive a movement as a unique combination of dynemes,
where each dyneme can be thought as the integration of
the temporally neighboring postures of a movement. Using
FCM, [9], we identify the dynemes in the input space, and
project each posture, to the so-called dyneme space. The sparse
movement representations in this space are combined to yield a
single vector, encoding its similarity to the identified dynemes.
Next, we project the movement vectors with LDA, to increase
movement class discrimination and compactness of repre-
sentation. This representation allows simple Mahalanobis- or
cosine-based nearest centroid classification, of movements of
variable length. Experimental results show the applicability of
the method for human movement recognition.

II. PROPOSED METHOD

A movement appears in a video as a sequence of human
posture frames. We assume that binary masks of the postures
are available. These masks are further preprocessed to create
regions of interests (ROIs), which have the same dimension,
contain as much foreground as possible and are centered
in respect to the centroid of the posture. A posture mask
ROI is scanned column-wise to produce the so-calledposture
vector x ∈ ℜF and, thus, represent the movement with a
spatiotemporal trajectory in the input space{xı} which is
calledmovement sequence.

Movement classes highly overlap, and therefore do not
express the actual structure of the input spaceℜF . An example
of such overlap is shown in Fig. 1, where a naive observer may
mistakenly perceive the sequence of skip postures with run.
One way to counteract this problem and recognizeR different
movement types, is to assume that there areC > R postures,
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Fig. 1. (a) Two postures of skip which can be easily confused with postures
of run. (b) Two postures of ”run”.

the so-called dynemes, which when combined, uniquely char-
acterize theR different movements. Based on this assumption,
we apply the FCM algorithm to discover the dynemes, and
then project the individual postures to the identified dynemes.
In this space, the sparse posture representations of a movement
are combined to uniquely characterize each movement. The
number of dynemes, the dyneme postures themselves and the
fuzzification parameter are identified with the leave-one-out-
cross-validation (LOOCV) procedure.

A. Computation of dynemes by FCM

Considering unlabelled posture vectors{x1, . . . ,xP }, we
apply the FCM algorithm [9] to discover the intrinsic structure
of the input space. FCM algorithm is based on the minimiza-
tion of the following objective function:

JFCM (Φ,V) =
C∑

c=1

P∑

ı=1

(φc,ı)
m(‖ xı − vc ‖2)

2 , (1)

where, P , C are the number of samples and centroids re-
spectively,xı ∈ ℜF is the ı-th sample in the training data
set, V = [v,c] = [v1, . . . ,vC ] ∈ ℜF×C is the matrix of
cluster prototypes, in our case the dyneme representations,
Φ = [φc,ı] ∈ ℜC×P is the partition matrix withφc,ı ∈ [0, 1]
the degree that theı-th sample belongs to thec-th cluster,
m > 1 is the fuzzification parameter and‖ · ‖p is the
p-th vector norm. The FCM criterion (1) is subjected on
producing non-degenerate fuzzy partition of the training data
at each iteration of the optimization,{Φ ∈ ℜC×P | ∀c, ı :∑C

c=1 φc,ı = 1; 0 <
∑P

ı=1 φc,ı < P ; 0 ≤ φc,ı ≤ 1}.
The computation of the cluster centers and partition matrix

is carried out through iterative optimization of (1), with the
update of membership matrix and cluster centers at each step

given by:

φc,ı =
(‖ xı − vc ‖2)

2

1−m

∑P

=1(‖ x − vc ‖2))
2

1−m

, (2)

vc =

∑P

ı=1 φm
c,ıxı

∑P
ı=1 φm

c,ı

. (3)

The iteration is initialized with an initial estimate of matrix
V or Φ and terminates when the difference of the estimated
matrix between two iterations is smaller than a specified
toleranceǫ.

B. Movement classification

Let U be database of movement sequences, where each
sequence belongs to one ofR different movement classes.
Ignoring the sequential information, we represent then-th
sequence of ther-th class with lengthLn as a set of posture
vectors {x

(r)
n,1, . . . ,x

(r)
n,Ln

}. The total number of movement

sequences in the database isN =
∑R

r=1 Nr, where Nr is
the number of sequences of ther-th class.

Given the dyneme vectors and the fuzzification parameter,
we can express the posture vectors of a movement in respect
to the dynemes, take the linear combination of the respective
vectors, and get the so-calledmovement vectors ∈ ℜC .
Therefore, each movement sequence is represented by the
respective movement vector,{s(1)

1 , . . . , s
(1)
N1

, . . . , s
(R)
NR

}.
If the dimension of the dyneme space is larger than the

number of movement classes, i.e.,C > R, we may exploit
the labelling information to further project the movement
vectors using a subspace method, and further improve class
discrimination and representation compactness. A convenient
method for this is linear discriminant analysis (LDA). Most
LDA algorithms, e.g., [10], seek for the linear projection
Ψopt ∈ ℜC×R−1, that maximizes the criterionJLDA(Ψ)

JLDA(Ψ) =
| ΨT SbΨ |

| ΨT SwΨ |
,

Ψopt = argmax
Ψ

(JLDA(Ψ)) . (4)

The matrix Ψ represents a linear transformation, andSw,
Sb ∈ ℜC×C , are the within and between scatter matrices
respectively.

The rank ofSw is at mostN −C, and thus, is invertible if
the number of training videosN is adequately larger than the
dimension of the dyneme spaceC. Then, the optimum matrix
in (4) is formed by the generalized eigenvectors ofSw

−1Sb,
and the projection of then-th movement vector is given by
y

(r)
n = ΨT

opts
(r)
n .

Assuming that the movement classes in the dyneme space
are derived from unimodal Gaussian distributions with the
same covariance matrixΣ but different meansζ(r), r =
1, . . . , R, we can use the maximum likelihood technique to



estimate them,

ζ(r) =
1

Nr

Nr∑

n=1

y(r)
n , (5)

Σ =
1

N

R∑

r=1

Nr∑

n=1

(y(r)
n − ζ)(y(r)

n − ζ)T , (6)

whereζ is the total mean (ζ = 1
N

∑R
r=1

∑Nr

n=1 y
(r)
n ).

If Sw is not invertible an appropriate LDA variant can be
used [11]–[13] . We should also note that before applying
LDA, the movement vectors are standardized using the mean
and the standard deviation along the training set.

A novel movement sequence is projected in the dyneme
space, and the respective movement vector, is standardizedand
projected with LDA. The unknown movement vector is clas-
sified according to the minimum Mahalanobis or maximum
cosine distance from the movement class prototypes.

C. Algorithm optimization

LOOCV procedure is utilized to determine the dyneme
vectors and the fuzzification parameter. The database may
contain more than one instances of the same person performing
the same movement. Therefore, at each validation cycle the
testing set is formed by all the movement sequences that refer
to a specific person and a specific movement class, while
the rest of the movement sequences form the training set
and used to compute the movement prototypes. The input
to the LOOCV procedure is the number of dynemesC and
the fuzzification parameterm. To determine the optimum pa-
rameters, we follow the global-to-local search strategy similar
to [11], [13]. After globally searching over a wide range of
the parameter space, we find a candidate interval where the
optimal parameters might exist. Then we try to find the optimal
parameters within this interval. Application of this procedure
is shown in section III-B.

III. E XPERIMENTAL RESULTS

The classification database reported in [5] is used to assess
the performance of the proposed method. Each video in the
database depicts a person executing one or more instances
of one particular movement. The binary mask sequences of
the videos are provided as well. The mask sequences are
imperfect as they were produced from median background
substraction and simple thresholding in color space. A few
masks of walk, run, skip, side and jump are shown in Fig. 2.
We see that the silhouette of jump is highly corrupted. This
happens because the color of the trousers is similar to the color
of the background.

A. Preprocessing

For non-stationary movements a mask sequence is trans-
formed to show persons moving in the same direction, either
left or right. This is done by first deciding the direction, and
then mirroring the frames of the videos that show a person
moving to an opposite direction from the chosen one.

WALK

RUN

SKIP

SIDE

JUMP

Fig. 2. Three binary masks for each of the movements walk, run, skip,side
and jump.

From each binary mask, the rectangular region containing
the posture is extracted, to form a posture image. All posture
mask ROIs are centered according to the center of mass of
the posture mask. The resulted images are scaled to the same
size, here64 × 48, with bicubic interpolation (as in [4]), and
are scanned column-wise to form3072-dimensional posture
vectors.

B. Algorithm optimization

The classification database contains nine persons perform-
ing ten movements. We select five similar movements to test
our method, namely, walk (wk), run (rn), skip (sp), galloping
sideways (sd) and jump (jp). The proposed algorithm assumes
that the training set contains videos depicting a human execut-
ing only a single instance of a movement. In contrary, some
videos show a person executing several cycles of a periodic
movement. We brake such videos to several videos that show
a person executing only one cycle of the movement, the so-
called movement videos, and thus, we produce a database of
150 such videos. The movement videos comprise variable
inter- and intra-class length, for instance, the smallest video
of run consists of 10 frames, while the largest video of side,
consists of 15 frames respectively.



The LOOCV procedure is used to assess the performance
of the algorithm as described in section II-C. The number
of corrected classified movement sequences at each LOOCV
cycle are summed to compute the classification rate. Extensive

Fig. 3. Recognition performance in accordance to the number of dynemes,
wherem = 1.13, for five movement classes.

experiments have been performed to identify the number of
clustersC, and fuzzification parameterm. The plot in Fig.
3 depicts the recognition rate of the proposed algorithm,
over different number of dynemesC, while the fuzzification
parameter ism = 1.13. For C = 10 dynemes a classification
accuracy of96.7% is achieved, i.e., only 5 movements were
misclassified. The respective confusion matrix is given in
Table I. We also see that for dynemesC > 10, the recognition
rate is always above94%. This shows the representation
compactness of our algorithm, as10 dynemes can already
discriminate well the specific5 different movement classes.

jp rn sd sp wk
jp 26 3
rn 27 1
sd 22
sp 1 28
wk 42

TABLE I
Confusion between five movements. A row represents the actual movement

and the column the name of the movement recognized by the algorithm
during the LOOCV procedure.

IV. CONCLUSIONS

A novel human movement representation and recognition
method has been proposed. A movement of any length is
compactly expressed in terms of its comprising dynemes, as a
single vector in a low dimensional space. This representation
allows simple cosine- or Mahalanobis-comparison of different

movements, avoiding expensive comparison metrics, and thus,
offering higher speed and storage efficiency as well as com-
parable recognition rates with other state of the art methods
in the field, e.g., [3]–[5].

A real time algorithm has been also reported in [6]. In this
work, the number of clusters are identified using dominant
sets. Although the clusters identified there may well represent
the intrinsic structure of the input space, it is not guaranteed
that they provide the cluster centers that optimally discriminate
different movements, as we pursue in our method. For this
reason, the recognition rate achieved here outperforms therate
attained in [6].

Currently we are working on the extension of the method
for view-independent continuous human movement recogni-
tion exploiting a multi-camera infrastructure. Initial results
on this direction are promising, showing the applicability
of the method for multi-view continuous human movement
recognition.
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