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ABSTRACT

The Wilcoxon signed-rank test is exploited for doc-
ument organization and retrieval in this paper. A
novel modeling method for documents and a distance
metric between documents are proposed. Both docu-
ment modeling and document comparisons are based
on signed-ranks and are applied to the frequency of
occurrence of the document bigrams. A metric using
the Wilcoxon signed-rank test exploits these signed-
ranks to assess the contextual similarity between the
documents. A variant of the self-organizing map
algorithm (SOM), the so-called Wilcoxon SOM, is
built. The quality of the document clustering pro-
duced by the Wilcoxon SOM against the standard
SOM is compared in terms of their average recall-
precision rates for document retrieval based on the
document clusters formed. The reported improve-
ments in recall and precision are shown to be statis-
tically significant.

1 Introduction

A crucial issue for the efficient document organiza-
tion and retrieval is the evaluation of the contextual
similarity between documents. This paper provides
a method for evaluating the document similarity by
addressing the issue of a proper distance between
documents represented as vectors in a vector space
model [1]. Furthermore, it provides a novel modeling
technique based on the ranking of the fundamental
elements of a document, namely its bigrams (i.e.,
pairs of consecutive words), according to their fre-
quency of occurrence [1].

Given a document similarity measure and a clus-
tering algorithm, one can easily partition a collection
of documents, called corpus, into clusters of contex-
tually relevant documents. The Self-Organizing Map
(SOM) algorithm will be used in this paper [2, 3].
SOMs are neural networks (NNs) that employ a layer
of input neurons and a single computational layer.

The neurons on the computational layer are arranged
on a N-dimensional lattice. In this paper, a variant
of the SOM algorithm shall be used. This variant ex-
ploits the Wilcoxon signed-rank test to cluster con-
textually similar documents into classes.

The outline of the paper is as follows. Section 2
provides a brief description of the language model-
ing scheme. Section 3 provides a detailed descrip-
tion of the Wilcoxon metric. The SOM algorithm
is presented in Section 4 and the Wilcoxon SOM
variant in Section 5. Section 6 assess the effective-
ness of both algorithms by using document-based
queries and average recall-precision curves. Finally,
in Section 7 we demonstrate that the improvements
in recall-precision rates reported are statistically sig-
nificant.

2 Language modeling

The documents of the corpus are encoded into nu-
merical vectors using the well-know bigram model [1].
Let V = {wy,ws,...,wn} denote the set of word
types found in the corpus, where N denotes the
vocabulary size. Let also z, = P (wpy|w),
{l,m=1,2,---, N} denote the conditional probabil-
ity of the bigram (w,wy,). We construct the so-
called feature vector that holds the conditional prob-
abilities of the bigrams found in the ¢th document of
the training corpus:
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X; = Z Z Tim€im (1)

=1 m=1

where e;,,, denotes the (N 2 x 1) unit vector having
one in the (I x N +m)th entry and zero elsewhere.
Let also b; denote an indicator vector of the form:

b; = (811011, -, Oivbin, - OnnbNN) T (2)

that contains the bigrams found in the ith document
and zero otherwise.



Subsequently, the elements of x; are arranged in
descending order of the conditional probabilities.
Similarly, the elements of b; are permuted so that
they appear with the same order of appearance as in
the feature vector x;. The resulting vector is defined
as:

~ T
b; = (bi1), bic2), -+ biwv2)) (3)

where (-) indicates order statistics, i.e., b;(1) indicates
the most frequently occurred bigram in the ith docu-
ment and so on. To reduce the dimensionality of both
vectors, we may retain the n most frequent bigrams
and confine the analysis to (n x 1) feature and indi-
cator vectors, henceforth. Let us denote by x; and
b; the preserved vector parts of the feature vector
and the indicator vector respectively, after sorting
and thresholding.

3 Wilcoxon distance

The proposed document similarity measure is based
on the following assumption: two documents, that
are contextually similar, with high probability, con-
tain the same set of bigrams. To assess the degree of
similarity between documents a new metric based on
the distance between the entities of the same bigrams
inside the indicator vectors is introduced.

Let us denote by b; and by the indicator vectors
corresponding to the ¢th and kth document, respec-
tively. The distance between two entities of the same
bigram in the indicator vectors is given by:
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where b;(;) corresponds to the jth bigram in the ith
document.

Subsequently, the distances obtained for all the bi-
gram pairs are transformed into their absolute val-
ues. The absolute values are ranked into descending
order, with tied ranks included where appropriate.
Let r;(j) denote the rank corresponding to the ab-
solute value of d;;(j) and n,(ik) denote the number
of zeros encountered when evaluating Eq. (4) for the
ith and kth documents. No ranks are assigned to
the zeros that result from Eq. (4). Let also ((ik)
denote the total number of non-zero unsigned ranks
(i.e., C(ik) = n — n.(ik)).

The signed ranks are computed by:

if dip(§) > 0

Let WL = > i1 i (j) and W, = > i1 Ti(d) de-
note the sum of the positive and negative signed

ri(d) = T (i),
rik(j) = rik?(.j)?

ranks, respectively.  The distance between the
ith and kth document is defined as W; =
min {Wl;, W;};} and will be called the Wilcozon dis-
tance, henceforth.

The Wilcoxon distance is the proposed metric and
is employed in a hypothesis testing whether the ith
and the kth document are contextually similar or
not. The null hypothesis is:

e Hj: The two documents have the same contex-
tual and semantical content.

The null hypothesis is true when both indicator
vectors consist of the same set of bigrams. In this
case, due to the association between the bigrams and
their frequencies, identical bigrams are expected to
be located at the same positions or close together in
the indicator vectors and the value of W, is expected
to be near zero. Subsequently, the null hypothesis is
accepted if Wy is bounded above by the critical val-
ues of the Wilcoxon test. In this case, the documents
are marked as contextually relevant, otherwise, they
are labeled as irrelevant.

For ((ik) < 25 the critical values of the Wilcoxon
test can be found in any nonparametric statistical
book, whereas, when the number of non-zero un-
signed ranks exceeds 25 the Wilcoxon test is approx-
imated by the normal distribution. The parameters
of the distribution are: u(ik) = ((ik)(¢(ik) +1)/4
and o2 (ik) = C(ik)(C(ik) +1)(2¢(ik) +1)/24. In this
case, the critical values are derived from the table of
the cumulative distribution function of the normal
distribution.

4 Self-Organizing Maps

Let W denote the set of reference vectors of the
neurons on the computational layer of the SOM,
{w(t) € R",1=1,2,...,Q}, where the parameter ¢
denotes discrete time (number of iterations) and @
corresponds to the total number of neurons. During
the training phase, the algorithm tries to identify the
winning reference vector, wg(t), to a specific feature
vector X. The index of the winning reference vector
is given by: s = argmin ||x,—w;(¢)||, [ =1,2,...,0Q,
where || - || denotes the Euclidean distance.

The reference vector of the winner as well as the
reference vectors of the neurons in its neighborhood
are modified towards xj, using the following equation:
w;(t+1) = w;(t)+a(t) [xp — wy(t)], where a(t) is the
learning rate, which is a monotonically decreasing
parameter and the index ¢ denotes the neurons in
the neighborhood of the winner neuron.



5 Wilcoxon Variant

Let the weight vector of each neuron, during the ini-
tialization phase of the algorithm, be chosen as one
of the available indicator vectors. In the Wilcoxon
SOM variant the Euclidean norm is replaced with the
Wilcoxon distance in identifying the winner neuron.

Let S,(t) denote the set of indicator vectors that
have been assigned to the gth neuron until the tth
time instant. Let also by, ., € S;(t) denote the
Wilcoxon wvector median (VM) corresponding to the
set Sq(t). The Wilcoxon VM is a variant of the vec-
tor median proposed in [4]. The vector median cor-
responds to the indicator vector that minimizes the
sum of Wilcoxon distances between each vector in
Sq(t) and any other vector in Sy (t):

[Sq(t)]
Wiqi;med < Wij7j = 172a--'7|5q(t)|7 (6)
1
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where |-| denotes the cardinality of the set S, (t). The
Wilcoxon VM stands for the weight vector of the ¢gth
neuron, i.e. (Wq(t) =bg,,...)-

In identifying the index of the winner neuron with
respect to a specific, randomly selected, indicator
vector by, the Wilcoxon distances between all the
reference vectors of the NN and the indicator vector
under consideration are assessed. If the null hypothe-
sis related to the Wilcoxon distance is validated to be
“true”, then the reference vector corresponds to the
winner neuron. It must be noted that one or more
than one winner neurons can be identified from such
a test.

After the identification of the winner neuron and
for either single or multiple winners the updating
procedure is carried out as follows: the correspond-
ing set of indicator vectors Ss(¢) is updated with the
vector by, that is, Ss(t) = Ss(t) U {b:}, and the vec-
tor median corresponding to the sth neuron is also
updated using Eq. (6).

With the advance of time the significance level in
the hypothesis testing for the winner identification is
increased from 0.01 to 0.025 and finally to 0.05. As a
result, fewer neurons are labeled as winner neurons.
Multiple assignment of the same document, during
the early iterations of the algorithm, are permitted
in order to achieve a global ordering of the indicator
vectors and accordingly the documents on the lattice.

The weight vector of each neuron in the origin of
the (¢4 1)th iteration is set to be equal to the vector
median found during the ¢th iteration (wy(t + 1) =
bg,....t), ¢ =1,2,...,Q) and the sets S, are also

initiated as follows:

St +1)={w,t)},¢=1,2,...,Q. (7)

Finally, prior to the completion of the training phase
and in order to fine tune the map, the identification
of the winning neuron is achieved by:

s=min{W;,},Vqg € {1,2,...,Q}, (8)

that is, we select the neuron whose Wilcoxon dis-
tance from the indicator vector under consideration
is minimum. Eq. (8) can be used as an ultimate
mean to resolve ambiguities when multiple winners
are still determined.

6 Document Organization and Retrieval

To test the proposed Wilcoxon metric against
the SOM algorithm the Reuters-21578 corpus was
used [5]. The SGML tags and the punctuation marks
were removed. Subsequently, some common words
and frequent terms were removed also and stemming
was performed. Finally, the documents were encoded
into vectors using both vectorial types, that is, the
feature vectors and the indicator vectors.

These vectors are presented iteratively an ade-
quate number of times to each one of the NNs build
using either the Euclidean or the Wilcoxon metric
in an effort to construct clusters containing semanti-
cally related documents. This process yields the so-
called document map (DM) [2]. The DM correspond-
ing to the Reuters-21578 corpus using the Wilcoxon
variant can be seen in Fig. 1. Each hexagon on the
DM corresponds to one document category and the
levels of grey correspond to different document densi-
ties. Hexagons with grey levels near 255 imply that
fewer documents have been assigned to these neu-
rons, whereas, grey levels near 0 imply higher docu-
ment densities.

To evaluate the performance of the algorithms,
with respect to their document organization capa-
bilities, document-queries are used. The documents
used for queries are drawn from the test set of
the Reuters-21578 corpus according to the recom-
mended Modified Apte split of the collection [5].
Each document-query passes the same preprocess-
ing steps like the training documents and is encoded
by a feature vector and an indicator vector. Fol-
lowing, the algorithms identify the winning neurons
on the computed DMs and retrieve the set of doc-
uments of the training corpus associated with the
winners. Subsequently, the retrieved documents are
ranked according to their distance from the queries
using either the Euclidean or the Wilcoxon distance.



DAY € l}lu'«.lil\: TO RE
A

ST \l\\ D('i\\ \(.ll \
()R\t\\l) INDUSTRI

v I-\ I-I kllIIR m ML

ANC DIVIDEND FOR 1987
Il\kllth{;i R\\IL‘-I(I MULLNEW LOAN PLAN

SENIOR ENGINEERING MAKES 125 MLN DLE US FURCHASH
NADA LAUNCHES 1.2 BILLION DLE BOND ISSUE
1TWO BOND ISS1UES

PUGET SOUND POWER <PSD> REDEEMS MORTGAGE BONDY [ANI
I(I N \l LY I(] I(IIQ(.[\ I \\II H]( J\\ \“]I ORS q_\ \|()> DERT | [INEALSCHOOLSUPPLY CORP <IDEL>4TH QTR NET

1
CARDIS <CDS> EXPECTS SIGNIF
I'l( IL\IlI)fii\hP:v{l I\PPK\O\.\I
s

IRTS ON TRADE
TG HELP

MING BONDS
RROWS IN FEBRUARY

[CTNRAM LTDe 4TH QTR NET

FOTOMAC ELECTRIC POWER CO <POM= JAN NET
[CORADIAN CORP <CDIN= 4TH QTR NET

BERG INC <DAHL= 4TH QTR NET
[TECHAMERICA GROUP INC <TCH>4TH QTR LOSS

AINS OVER 80 MLN IN LOANS uu-.;\ WEAR INC <MUN=4TH QTR JIAN 3 LOSS

S LOWER LOAN LOSS|
5 X> UNIT FILES FOR DEBT OFFER

ICH<ICI>SEES GROWTH IN PHARMACEUTICALS »

CARMEL CONTAINER SYSTEMS LTD<KML> VEAR OPER NE| [CONGRESS VIDEO GROUP INC <CVGE> 3RD QTR NET

D SECTORS TRUST MVIDEND INCREASED
= INDOTRIAN 31 NET
NMENT CORP <MCRY> YEAR NOV 30

SERVI

ECORP INTERNATIONAL <SRV IRD QTR NET
BLIC AUTOMOTIVE PARTS <RALUT=4TH QTR LOSS
ASHTONTATE <TATE= 4TH QTR NET
TEC IMAGE TECHNOLOGY CORP <ANTC= INDOTR NE

NOVELL INC <NOVL= 15T TR JAN 31 NET

PICO PRODUCTS INC <PPI= IND QTR JAN 31

DALTON COMMUNICATIONS INC <DALT= JRD QTR JAN 31
FOREST OIL CORP<FOIL> 4TH QTR

[<WESTERN SECURITY B\\vllilolk\ll

NORD RESOURCES CORP <NRD> ET

15
D\ AMICS CORP <BMIX :Jlll()ﬂt\l T
EIOTECH K RCH LA BORATORIES INC <BURL> 4THOT
FETER MILLER APPAREL GROUP INC> JRD QTR LOSS

Figure 1: The document map constructed for the Reuters-21578 for a 9 x 9 neural network using the Wilcoxon
variant. The highlighted neurons correspond to document clusters related to “financial debts” (top middle and
left), “bonds” (bottom left), and “corporate economic results” (bottom right).

Finally, the retrieved documents are labeled as either
relevant or not to the document-query, with respect
to the annotation category they bear.

The relevance between the retrieved documents
and the queries leads to the partitioning of the train-
ing corpus into two sets, one containing the relevant
documents and another with the non-relevant docu-
ments. The effectiveness of the algorithms is assessed
using the average recall-precision curve [6]. Figure
2a depicts the average recall-precision curves for the
standard SOM algorithm and the Wilcoxon variant
for the “Mergers and Acquisitions (ACQ)” category.
The performance of the Wilcoxon variant is higher to
the standard SOM algorithm in small recall volumes
(recall < 0.35) by 2—5%, which is extremely impor-
tant given the fact that an average user is interested
in high precisions ratios even from the beginning
of the list of returned relevant documents. Figure
2b depicts the average recall-precision curves for the
standard SOM algorithm and the Wilcoxon variant
for the “Earnings and Earnings Forecasts (EARN)”
category. At the beginning the performance of the
SOM algorithm is slightly better than the proposed

variant but it degrades rapidly as the volume of the
retrieved document grows.

7 Statistical evaluation

To assess whether the observed differences in the
evaluation between the proposed Wilcoxon SOM
variant and the standard SOM algorithm are really
meaningful or merely a chance, a hypothesis test is
employed. Several hypothesis tests can be employed
ranging from the t-test and the signed rank test to
the Wilcoxon test and the one-way ANOVA test be-
tween two different methods [7].

Let us denote by P’ the precision score of the
Wilcoxon SOM variant for the ith annotation cat-
egory and by P? the precision scores of the stan-
dard SOM algorithm for the same annotation cat-
egory. To compare the performance between these
two algorithms the paired Wilcoxon signed rank test
is used. Let D; = P} — P/ denote the precision dif-
ferences between the Wilcoxon variant and the stan-
dard SOM algorithm for the 7th annotation category.
The hidden model assumed here is D; = 68+e¢;, where
e; denotes the error that is taken independent of 6
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Figure 2: (a) The recall-precision curve for the standard SOM and the Wilcoxon variant for the “Mergers
and Acquisitions (ACQ)” category. (b) The recall-precision curves for both algorithms for the “Earnings and

Earnings Forecasts (EARN)” category.

with mean value equal to zero, that is, E (e;) = 0.
The null hypothesis to be tested is that § = 0 un-
der the alternative hypothesis 6 > 0. If the alterna-
tive hypothesis is accepted, then there is a statisti-
cally significant improvement on the precision of the
Wilcoxon SOM variant.

Table 1 contains the results of the hypothesis test
under the 0.01, 0.025 and 0.05 levels of significance
for each of the aforementioned annotation categories.
It is evident that for the “acq” category the improved
precision performance of the Wilcoxon SOM variant
at each level of significance is statistically significant
against that of the SOM algorithm. In the “earn”
annotation category, this is true for 0.025 and 0.05
levels of significance.

8 Conclusions

A novel modeling method and a metric based on this
method were introduced in this paper for document
organization and retrieval. The modeling method
relied partially on the frequency of appearance of
the bigrams forming the documents and on the rank-
ing of these bigrams according to these frequencies.
Signed ranks were assigned to the ordered bigrams.
The proposed metric relied on the Wilcoxon signed-
rank test and exploited these ranks in assessing the
contextual similarity between documents. These two
novel techniques were incorporated in the SOM al-

Table 1: Precision performance evaluation between
the Wilcoxon SOM variant and the standard SOM.

Reject Hy
Category | 0.01 | 0.025 | 0.05
acq true | true true
earn false | true | true

gorithm in identifying the winner neuron and their
performance was tested against the standard metric
used by the algorithm, that is, the Euclidean dis-
tance. The performance of the proposed variant with
respect to the average recall-precision curves have
been demonstrated to be statistically superior than
the standard SOM algorithm.
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