
THE USE OF FACE INDICATOR FUNCTIONS FOR VIDEO INDEXING AND
FINGERPRINTING

Costas Cotsaces, Nikos Nikolaidis and Ioannis Pitas

Department of Informatics
Aristotle University of Thessaloniki

Thessaloniki 54124, Greece
(email: pitas@zeus.csd.auth.gr).

ABSTRACT

The characterization of a video segment with a digital sig-
nature is a fundamental task in video processing. It is nec-
essary for video indexing, copyright protection and other
tasks. Semantic video signatures are those that are based on
high-level content information rather than on low-level fea-
tures of the video stream. The major advantage of such sig-
natures is that they are invariant to nearly all types of distor-
tion. A major semantic feature of a video is the appearance
of specific people in specific frames. Because of the great
amount of research that has been performed on the subject
of face detection and recognition, the extraction of such in-
formation is generally tractable. We have developed an in-
dexing and retrieval method that uses the pre-extracted out-
put of face detection and recognition to perform fast seman-
tic indexing and retrieval of video segments. The biggest ad-
vantage of our approach is that the evaluation of similarity
is convolution-based, and is thus resistant to perturbations
in the signature and independent of the exact boundaries of
the query segment.

1. INTRODUCTION

Video indexing [2] requires that a greatly reduced dimen-
sionality representation (a signature) is computed for each
video segment. We call this representation a signature. The
task of video fingerprinting is very similar to video index-
ing, as it also involves searching for videos based on some
signature, its main difference being that the comparison of
the signatures of two videos needs to be stricter.

In this work, we take advantage of a specific type of se-
mantic information, namely information about the appear-
ance of faces of distinct individuals, in order to characterize
a video segment in a robust way. We do not concern our-
selves with the extraction of face-related information, since
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ample work has been performed on the subject. This work
tries to solve the problems of consistency and robustness
with regards to face-based indexing, to represent face in-
formation with minimal redundancy, and also to find a fast
(logarithmic-time) search method.

Using face-related information for video indexing and/or
fingerprinting is not a new idea. However, all works un-
til now [1, 3, 4, 5, 6] have focused on the extraction of the
face-related information and not on its organization and ef-
ficient indexing. In effect, they are works on face recogni-
tion with a view to application on indexing. As such, they
actually present an excellent foundation in providing input
to the current work. This is especially true for the works
of Satoh [4] and of Eickeler et al [3], who perform identity
recognition on the faces they detect. In our work we do not
propose a face detection and recognition method, but we in-
vestigate the effect of different parameters of the face detec-
tion and recognition process on the indexing performance of
our method. The data used for this purpose is constructed
by a probabilistic model describing the appearance of faces
in videos.

The paper is organized as follows: in section 2 we give
a theoretical overview of our algorithm, in section 3 we
describe the data we use for experimental verification, sec-
tion 4 provides the experimental results, and conclusions are
presented in the last section.

2. ALGORITHM DESCRIPTION

2.1. Format of Signature

Let V = {f1 f2 . . . fN} be a video consisting of a num-
ber of consecutive frames fn, n = 1 . . . N . that we wish
to characterize through an appropriately constructed signa-
ture. Let S = {s1 s2 . . . sM} be the set of all the individ-
uals sm,m = 1 . . .M that have been imaged in the video.
Optionally, with no loss of generality, we can assume S to
contain only the individuals of interest. This can mean, for
example, excluding the extras in a motion picture.
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Fig. 1. Example of the characterization of a video segment
by quartets. Colors correspond to distinct individuals. Sig-
nature elements are represented by numbered rectangles.

Let us then assume a face detector and recognizer F
whose output is the certainty:

G(n, m) = P{sm is imaged in fn}

The face detector/recognizer can either be hard, in which
case G(n, m) ∈ {0, 1} or fuzzy, in which case G(n, m) ∈
[0, 1].

For each person sm it is then possible to find all intervals
Im
i = [am

i , bm
i ] such that G(n, m) > 0, n ∈ [am

i , bm
i ] and

Im
i 6⊂ Im

j ,∀i 6= j. Using Im
i we can then define a face

occurrence Fm
i = F (n, m)|b

m
i

n=am
i

as the average certainty
within the interval Im

i , that a specific person is imaged. So
we can approximate G(n, m) with

F (n, m) =
∑

i

Fm
i [u(n− am

i )− u(n− bm
i )] (1)

where u(n) is the unit step function and [am
i , bm

i ] is the i-th
interval that contains the face of the m-th person.

Therefore, the video V is characterized by quartets of
values (sm, Fm

i , am
i , bm

i ). Each quartet corresponds to a
unique face appearance, i.e. it conveys the information that
person sm has been detected from frame am

i to frame bm
i

with a confidence of Fm
i . An example is given in Figure 1.

The number of quartets in a video is equal to
∑M

m=1 gm �
N × M , where gm is the number of appearances of per-
son sm in the video, and N and M are the total numbers of
frames and persons in the video.

2.2. Signature Extraction

The extraction of the signature from the video can be simply
a matter of applying the procedure described in the above
section to the output of the face detection/recognition mod-
ule. In practice, in order to reduce the amount of redundant
data in the signature, it is better to discard face occurrences
that are too short and to unify proximate occurrences of the
same face. T

2.3. Signature Similarity

In order to compare two signatures F1(n, m) and F2(n, m),
which are extracted from two videos V1 and V2, and which

refer to a common set of faces S. In the case of a hard detec-
tor, the optimal displacement d between the two sequences
is the one that gives the highest face co-occurrence:

Pco-occurrence =
N∑

n=1

M∑
m=1

F1(n, m) · F2(n + d,m)
NM

On the other hand in the case of a fuzzy detector the prob-
ability of co-occurrence in a frame is the minimum of the
two outputs of the detector. This can be explained by the
fact that a lower certainty in one video overrides the greater
certainty in the other video. Therefore we have:

Pco-occurrence =
N∑

n=1

M∑
m=1

min(F1(n, m), F2(n + d, m))
NM

2.4. Search-Matching Algorithm

When the database is initialized, an index Isa is created over
all the signature quartets Qdb = (sdb, F db, adb, bdb) in the
database, indexing them first on the face s and then on the
start frame a. It is assumed that the videos are arranged
sequentially in the database. Two other indexes Ia and Ib

are created based on start frame a and end frame b alone.
In the following, when we declare a sub- or super-scripted

Q, we will assume it is a quartet of the form Q = {s, F, a, b},
where s, F , a and b have the same sub- and super-scripts as
Q.

The following algorithm (illustrated in Figure 2) is pro-
posed for finding matching segments in the database with
respect to a query segment Vquery:

1. Choose the n first quartets Qfirst = {Qfirst
1 . . . Qfirst

n }
in the query signature where n = c1 is a predefined
constant. This is the part of the signature that is going
to be used for searching the database.

2. Find the most trustworthy quartet Qtrust ∈ Qfirst, i.e.
the one that has the greatest area:

F trust(btrust − atrust) = max
j

F first
j (bfirst

j − afirst
j )

3. Find through the index Isa all quartets Qfit in the
database that refer to the same person as Qtrust:

Qfit = {Qfit ∈ Qdb : sfit = strust}

Then rank them based on their start frame afit.

4. For each Qfit
i ∈ Qfit :

(a) Add the pair of quartets Qtrust
i , Qfit

i into a new
list L.
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(b) For each occurance (in this case 16) compute probable displacement

(c) For each element in the query (in this case 3) find compatible elements within the displacement

(a) Select most trustworthy element (6) and search database for its occurances

(d) After finding all possible matches, evaluate the overlap at all possible maxima. 

search range

Fig. 2. Graphical overview of the algorithm. Colors corre-
spond to distinct individuals. Signature elements are repre-
sented by numbered rectangles.

(b) Calculate the displacement window [adisp
i , bdisp

i ]
within which a possible match may be found in
the database , where:

bdisp
i =

(bfit − afit)
2

+
(btrust − atrust)

2

adisp
i = −bdisp

i

(c) For each query quartet Qfirst
j ∈ Qfirst :

i. Find, through the database indexes Ia and
Ib, the set of compatible quartets Qcomp

ij in
the database, i.e. quartets that belong to
person sfirst

j and which overlap with a win-

dow of size bdisp
i − adisp

i which is centered
on Qfit

m.

ii. If Qcomp
ij is empty, increment a counter n1.

If n1 > Treject where Treject a threshold, pro-
ceed to the next compatible database quar-
tet Qfit

i+1.

iii. Add the pairs consisting of Qfirst
j and all

Qcomp
ij ∈ Qcomp

ij into the list L. It should
be noted that since a face cannot exist more
than once in each frame, the intervals in
Qcomp

ij do not overlap.

(d) Evaluate the area of overlap vil of all pairs Qquery, Qdata

in list L for all displacements dil that correspond
to possible maxima. These displacements are
those that aquery + dil = adata or bquery + dil =
bdata. Select the maximum match quality voptimal

i =
maxl vil and also keep the corresponding dis-
placement doptimal

i .

(e) Clear list L.

5. Select voptimal = maxi voptimal
i . If this is above a thresh-

old Tv (which depends on the size of Qfirst), then de-
clare a match, otherwise declare no match. Also keep
the corresponding displacement doptimal.

6. Optionally, if no match is found repeat all above for
the next most trustworthy quartet. In our experiments
we have done so.

Note that if one wishes to continue verifying the re-
trieved segment, he can repeat 4c for the quartets beyond
Qfirst, keeping doptimal but adjusting voptimal and checking if
it exceeds a modified threshold Tv .

3. DERIVATION OF EXPERIMENTAL DATA

The interest of this work is investigating the performance
of the proposed video indexing and fingerprinting method
when applied on large databases (typically containing hun-
dreds of hours of video). However, the effort of applying
different types of face detectors and recognizers on large
video databases, in order to derive the data required for the
experimental performance evaluation of the proposed in-
dexing and fingerprinting method, is extremely high. There-
fore we have elected to perform the experimental testing of
our algorithm on appropriately constructed artificial data.
To achieve that we have formulated a probabilistic model
which describes the ground truth of the appearance of faces
in videos, and a second probabilistic model which describes
the behavior of the face detection and recognition module.
This approach has the advantage that we can easily test our
algorithm on videos and face detection and recognition meth-
ods that have different characteristics, by varying the param-
eters of the model. In the case of the ground truth model,



the model parameters can be obtained by manually anno-
tating a small corpus of video data. In the case of the face
recognition and detection model, the model parameters can
be obtained by running the respective algorithms on a suf-
ficient set of data, but in our experiments we have varied
them to explore the behavior of our method with respect to
algorithms with different characteristics.

3.1. Ground Truth Modelling

We model the appearance of persons in a video by con-
sidering the fact that the video is inherently composed of
scenes, which are in turn composed of shots. Since scenes
are spatio-temporally continuous in the context of the de-
picted world, and shots are spatio-temporally continuous in
the video domain, we can assume different probabilities of
appearance of a specific person for each scene and shot.

In order to construct the above model we needed three
sets of information:

1. The structure of the model, i.e. the random variables
it contains and their interrelations. This was con-
structed by analyzing the motion picture production
process.

2. The specific probability distributions of the random
variables appearing in this model. To estimate these,
we have first manually annotated a moderately large
corpus of video data by marking the faces appearing
in it, and also the scene and shot boundaries present.
We then tried to find appropriate distributions by us-
ing a combination of statistical testing (Kolmogorov –
Smirnoff fit tests) and analysis of the physical mean-
ing of the variables.

3. The parameters of the above distributions (mean, stan-
dard deviation etc). These were again computed from
the manually annotated video data.

In the following we give only a brief outline of the model
used:

1. Prevalence of each person in the video.

2. Probabilistic model of the scenes and shots of the
video. Three random variables are used for this pur-
pose:

(a) The number of shots in a scene.

(b) The length of each shot.

(c) The average distance of persons from the cam-
era in each shot.

3. Number of persons appearing in each scene.

4. Prevalence of each person in the scene

Tab. 1. Average search times
Number of Videos Search time

100 2 seconds
1000 5 seconds

10000 14 seconds

5. Number of persons in each shot.

6. Prevalence of each person in the shot

7. Signature quartets. In order to describe signature quar-
tets four random variables are needed. These are, per-
son identity (s), certainty (F ), starting frame (a) and
ending frame (b).

For modelling the behavior of a face detector and recog-
nizer, we assume that they introduce inaccuracies according
to the random distributions of the following occurrences,
which act as noise on the ground truth described above.

1. That the bounds of a signature element will be mis-
detected. This can be due to periodicity in the ini-
tialization of the tracker, or simply partial detection
failure.

2. That a face will be misclassified as belonging to a
different person. This is the only failure that is at-
tributable to the face recognizer.

4. EXPERIMENTAL RESULTS

Two sets of experiments were performed, one for assessing
computational performance, and one assessing robustness
with respect to face detection/recognition errors.

4.1. Computational Performance

In order to evaluate the computational performance of our
algorithm, we created artificial video databases of different
sizes as described in the previous section. Each database
consisted of a number of videos, each having a duration of
60 minutes and containing between 1000 and 2000 quartets.
The number of different persons for each database was cho-
sen to be 10 times the number of videos. We then selected
query segments with an average length of 2.5 minutes and
ran our search algorithm on these segments, using a com-
mercial RDBMS system for the implementation. The aver-
age times of retrieval are given in table 1.

As it can be seen, the performance of the algorithm is
near-logarithmic with respect to the size of the database.
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Fig. 3. Recall as a function of noise. The different lines
correspond to different failure rates of the recognizer.

4.2. Precision and Accuracy

Given that neither face detection algorithms, nor face recog-
nition algorithms are perfect, we performed a series of ex-
periments to test the behavior of our algorithm in the pres-
ence of noise introduced during detection and recognition
of the faces in the video. The following types of noise have
been considered:

1. Change of quartet bounds. This is one of the most
typical errors made by face detectors and trackers.
Exponential noise has been added to the start time
of a quartet (to simulate a delayed detection), and
zero mean gaussian noise to the end time of the quar-
tet (to simulate either early loss or false continuation
of tracking). It should be noted that when the noise
is high it can result in the complete elimination of a
quartet. The µ (in the case of a quartet’s start frame)
and the standard deviation (in the case of a quartet’s
end frame) of the noise was varied from 1 to 5 sec-
onds.

2. Change of the person’s identity in a quartet. This is
a typical error made by face recognizers. Here we
assumed a chance (between 1% and 20%) that a per-
son’s identity would be changed to another random
one.

This set of experiments was run using an artificial signa-
ture database of 1000 videos, each 60 minutes long. From
this database we extracted 8 segments with an average du-
ration of 2.5 minutes, added noise, and we proceeded to
search for them in the database. The recall of our algorithm
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Fig. 4. Accuracy as a function of noise. The different lines
correspond to different failure rates of the recognizer.

with respect to detector and recognizer noise is shown in fig-
ure 3. We can see that for low noise levels the performance
is almost perfect. For high noise levels, especially for de-
tector noise, the performance drops dramatically. However
we should note that the average quartet length (both in real
and artificial videos) is less than 4 seconds, while the added
noise (change in the start and end frames) had a standard
deviation that was as much as 5 seconds.

Figure 4 shows the average accuracy of the localization
of the segments in the database. In other words, this figure
depicts the average difference (displacement) between the
true position and the estimated position of the query seg-
ment. One can see that the displacement is approximately
equal to half the noise mean, a fact that proves that the ac-
curacy of the method is very satisfactory.

5. CONCLUSIONS

A method for performing fast indexing, retrieval and finger-
printing of video segments based on the output of face de-
tectors and recognizers has been presented. The proposed
method is both robust because it is based on a convolution-
like similarity computation, and fast because it makes ex-
tensive use of database indexes. Experimental results were
computed on artificial data based on realistic models of the
appearances of faces in videos and o face detector/recognizer
behavior. The results verified that the proposed method per-
forms very satisfactorily, both in terms of computational
search efficiency (even in a database of 10000 hours of video),
and in terms of recall and accuracy.
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