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Abstract. A video shot is defined as a continuously imaged tempo-
ral segment of a video. Since the semantic content of a video is largely
based on its production (imaging) process, the complete segmentation of
a video into shots is a fundamental first step for most kinds of semantic
video processing tasks. Here we present a classification of shot boundary
detection algorithms, including those that deal with gradual shot transi-
tions. For lack of space we give neither a general introduction to the shot
change detection problem, nor a detailed look at specific algorithms.

1 Classification of Shot Boundary Detection Algorithms

1.1 Features Used

Almost all shot change detection algorithms reduce the large dimensionality of
the video domain by extracting a small number of features from each video
frame. These are extracted either from the whole frame or from a subset of it,
which is called a region of interest (ROI). Such features include:

1. Luminance/color. The simplest feature that can be used to characterize a
ROI is its average grayscale luminance [1]. This, however, is susceptible to
illumination changes. A better choice is to use some statistics of the values
in a color space [3, 6].

2. Luminance/color histogram. A richer feature for a ROI is the grayscale or
color histogram. It is quite discriminant, easy to compute and mostly insen-
sitive to translational, rotational and zooming camera motion. For the above
reasons it is widely used [2].

3. Image edges. An obvious choice of feature is edge information in a ROI [4,
21, 19]. Edges can be used as is, be combined into objects or used to extract
ROI statistics. They are invariant to illumination changes and most motion,
and they correspond somewhat to the human visual perception. Their main
disadvantage is computational cost, noise sensitivity and high dimensionality.

4. Transform coefficients (DFT, DCT, wavelet). These are a classic way to
describe the texture of a ROI [13]. The DCT coefficients are also present in
MPEG encoded video streams or files. Their greatest problem is that they
are generally not invariant to camera zoom.
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5. Other features. A number of other features are used in the literature, such
as the color anglogram [7].

6. Multiple features. Many algorithms extract several types of features either
to use them in combination or for subsequent processing and analysis. [5, 20,
15, 14, ?].

1.2 Spatial Feature Domain

The size of the region from which individual features are extracted plays a great
role in the performance of shot change detection. A small region tends to reduce
detection invariance with respect to motion, while a large region tends to miss
transitions between similar shots.

1. Single frame pixel per feature Some algorithms use a single frame pixel
per feature. This feature can be luminance [11] , edge strength [4] or other.
However, such an approach results in a very large feature vector and is very
sensitive to motion.

2. Rectangular block Another method is to segment each frame into equal-sized
blocks, and extract a set of features per block [13, 3, 6, 15]. This approach is
invariant to small camera and object motion. By computing block motion it
is possible to enhance motion invariance, or to use the motion vector itself
as a feature.

3. Arbitrarily shaped region Feature extraction can also be applied to arbitrarily
shaped and sized regions [16]. This exploits the most homogeneous regions,
enabling better detection of discontinuities. Object-based feature extraction
is also included in this category. The main disadvantage is high computa-
tional complexity and instability due to the complexity of the algorithms
involved.

4. Whole frame The algorithms that extract features from the whole frame at
once [20, 2, 9] have the advantage of being very resistant to motion, but tend
to have poor performance at detecting the change between two similar shots.

1.3 Temporal Domain of Continuity Metric

Another important aspect of shot boundary detection algorithms is the temporal
window of frames which is used to perform shot change detection. These can be
one of the following:

1. Two frames The simplest way to detect discontinuity is to look for a high
value of the discontinuity metric between two successive frames [20, 13, 3, 8,
7, 23, 22]. However, such an approach fails when there is significant variation
in activity among different parts of the video, or when certain shots contain
events that cause short-lived discontinuities (e.g. photographic flashes).

2. N -frame window The most common technique for alleviating the above prob-
lems is to detect the discontinuity by using the features of all frames within
a temporal window [9, 13, 5, 3, 1]. This is either by computing a dynamic
threshold against which a frame-by-frame discontinuity metric is compared
or by computing the discontinuity metric directly on the window.



3. Entire current shot Another method is to compute one or more statistics for
the whole shot and to check if the next frame is consistent with them, as
in [4, 10, 6, 15, 2]. But if there is variability within shots, statistics computed
for an entire shot may not be representative of its end.

4. Entire video The most thorough method is to take the characteristics of the
whole video into consideration when detecting a shot change, as in [9, 14].
Again, the problem is that the video can have great variability within and
between shots.

1.4 Shot Change Detection Method

1. Thresholding This means comparing the computed discontinuity value with a
constant threshold [4, 10, 2]. This method only performs well if video content
exhibits stationarity with time, and only if the threshold is adjusted by hand.

2. Adaptive Thresholding The obvious solution to the problems of the simple
thresholding is to vary the threshold depending on the average discontinuity
within a temporal domain, as in [17, 20, 13, 1, 15, 18].

3. Probabilistic Detection A rigorous way to detect shot changes is to model the
pattern of specific types of shot transitions and perform optimal a posteriori
shot change estimation, presupposing specific probability distributions for
shots. This is demonstrated in [3, 6].

4. Trained Classifier A radically different method for detecting shot changes
is to formulate the problem as a classification task, with the classes being
“shot change” and “no shot change” [9, 14].

5. Heuristics A number of authors use various domain-specific heuristics for
the detection of different transition types [13, 5, 12].

6. User interaction If automatic procedures fail, cut detection in ambiguous
cases can be resolved by user input [23].
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