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ABSTRACT
This paper aims at providing a quantitative description of
shot types commonly used in movie productions. Only
qualitative descriptions are available in the literature and
even these are subject to various naming conventions.
A vocabulary is fixed and human body-based rules are
defined to extract the shot types. A database was generated
with a set of samples labeled by cinematography experts.
The proposed approach was tested on the set of samples
providing promising results.

I. INTRODUCTION

Due to the increasing amount of digital video data and
the intense need to access rapidly the useful information,
many methods were proposed for video content descrip-
tion. One fundamental unit of the video stream is the
video shot. It represents a set of frames acquired with
a unique camera without interruption. The shot can be
described in terms of various shot grammar elements, one
of them being the apparent camera-to-subject distance.
This distance is related to the field of view with respect
to a character identified as the primary subject. Extracting
such information about the shot composition is very useful,
since specific shot types are selected to tell the stories,
convey emotions or express a point of view. As will be
shown throughout this paper, the shot type extraction is
a rather difficult task. Only qualitative descriptions are
available and different terminologies can be found in the
literature on movie production. Moreover, the description
can be limited to 3 broad categories (close up, medium
shot and long shot) or extended to 9 more specific ones.
While a large amount of work was done on shot genre
extraction [1], [2] most of the approaches dealing with
shot type detection were directed towards sport applica-
tions. This is understandable, since, for example, prior
information about the field geometry for example could
be exploited [3]-[5]. For instance, soccer video shots
were classified into four categories: long shot, in-field
medium, close-up and out of field shot[3], giving two low-
level features: the grass pixel ratio and a 3:5:3 section-
decomposition, as input to a Bayesian classifier. Similarly,

a classification was done based on the field ratio, the head
area, the texture and the object scale feature [4]. Still in
sport, a method based on the camera motion estimation was
proposed to differentiate between wide shots and close up
shots in basketball videos [6].
The present paper is structured as follows. First the termi-
nology used for shot type analysis is given and a qualitative
description of each type is provided. Then thresholds are
proposed to distinguish between the different shot types
and a process for primary subject selection is presented.
Section IV describes the experiments carried out and the
results obtained. Finally, conclusions are drawn in section
V.

II. QUALITATIVE DESCRIPTION OF THE SHOT
TYPES

One way of describing the video content is by clas-
sifying the video shots according to how far the camera
seems to be from a primary subject, being an object or
an actor. Since the definition is not based on the physical
distance but rather on a personal perception of the space,
the description of the shot type becomes a subjective
concept.
A common qualitative description of shot types is based
on the human body information. Therefore subjects are
limited to actors [7].
Moreover the number of shot type variations can differ
from one description to another one. Three basic shot
types are widely used: close-up, medium shot and long
shot. However, some definitions can be more detailed by
introducing intermediate types, up to 9 variations.
In this study, we will retain 7 of those variations, defined
as follows [8]. In the eXtreme Long Shot (XLS), the
majority of the frame is taken up by the scene. Actors
can/cannot be seen in the field of view. If there are ones,
then they are small and unrecognizable. TheLong Shot
(LS) shows the whole body of an actor to appear with
some of the surroundings. The subject is now recognizable.
The Medium Long Shot (MLS) is a shot where the subject
body is not viewed entirely in the video frame, and the
human body is framed from the knees up. In theMedium



Shot (MS), the upper part of the body is visible until the
waist and hand gestures can be seen. TheMedium Close
Up (MCU) shows the head and shoulders of an actor. In
a Close Up (CU), the head is shown in great detail and
fills the screen. A part of the neck can be visible as well.
This kind of shot conveys a high degree of intimacy to the
characters. For aneXtreme Close Up (XCU), less than the
complete face is visible. The XCU is usually employed to
convey intense emotions in love or agressive scenes.

Since the definitions adopted here are based on the
human body information, we will consider only shots
where actors are present.

III. SHOT TYPE DETECTION

III-A. The golden ratio in the human body

The golden ratio, also called golden section or golden
proportion, is represented byφ and equals1+

√

5

2
≃ 1.618.

It has been widely used in art and architecture and is said
to play a role in human perception of beauty, defining a
natural balance between symmetry and asymmetry. This
ratio can also be found in the human body (head, arms,
legs,...) [9].φ links the height of the head to the height
of other body parts (see Fig. 1). Therefore, it will be
used as basis for our quantitative description. Even though
it appears in numerous natural proportions, this ratio is
of course not a precise measure of the body structure.
Nevertheless, it gives as we will see in the forthcoming
sections, a good approximation of the body geometry. It
can also be mentioned that, for our specific application, the
approximation of the proportions byφ is convenient, since
the boundaries between successive shot types are rather
fuzzy.

III-B. Quantitative description of the shot types

Starting from the qualitative description given in section
II, mathematical expressions based on information about
the character head location and size are proposed to allow
an automatic extraction of the shot types. For the head
size evaluation, the heighth will be used. In fact, this
feature was proven to be more robust than either the width
or the area, because it is invariant to face pan rotation,
which occurs more frequently than head tilts. The second
feature used is the distanced from the bottom of the head
bounding box to the bottom of the frame. This feature is
very relevant since it indicates the frame space that can
be used to frame the subject’s body (see Fig. 2).
After multiple visualizations of video sequences and a
study of the filming techniques[8],[7], several observations,
relative to the subject size and position, on the screen,
were made and led to a set of rules listed below:

1) The XLS shot can contain faces that are not recog-
nizable, thush should not exceed0.05H, where H
is the height of the video frame.

Fig. 1. The golden ratio in the human body

2) The LS will be composed by faces bigger than
0.05H, since the subjects have to be recognizable.
There might also be enough space under the face
to frame the whole body, hence the value ofd + h

should be bigger thanφ4h which approximates the
height of the whole human body (see Fig. 1).

3) The subjects belonging to an MLS, MS and MCU
shot should have a face height smaller than0.65H.
Further more, the value ofd + h should be in the
range[φ3h, φ4h], [φ2h, φ3h] and[φh, φ2h] for MLS,
MS and MCU respectively. We also noticed, on one
hand, that ifh is bigger than0.65H and smaller than
0.9H, while d + h is bigger thanφh, we are still in
the case of an MCU shot.

4) At the same height range, the shot becomes a CU
one whend + h < φh.

5) whenh > 0.9H, the shot is an XCU one, whatever
the position of the face on the screen is. All the
rules previously described are summarized in a logic
diagram (see Fig. 3).

III-C. Determining the primary subject

Generally, a video frame contains numerous actors with
various postures possible at different distances from the
camera. The assignment of a single type to a video frame
is based on a character considered as the most significant



Fig. 2. Representation of the two low-level featured and
h and the Golden section.

one in the video frame. This significance can be translated
into observer attention (focus of attention) to this subject,
due to its location, motion or illumination. Obviously, the
head and body locations are the main criteria, for defining
the focus of attention.
To identify the center of focus in the video frame, saliency
maps were proposed [10]. This approach, even though
attractive, is rather heavy computationally speaking. Thus,
we based our selection on the classic rule of the Golden
Section dividing the video frame into 3:5:3 parts along
both dimensions [3], [4]. This rule suggests that the center
of the camera’s attention is the middle frame section (see
Fig. 2).
The character, located in this particular area of the frame
and whose head height has the highest value, will represent
the primary subject. If no character is screened in this area,
then the one with the dominant head height in the whole
frame will be selected as a reference for the forthcoming
shot classification.

III-D. From the frame level to the shot level

The classification is performed on a frame-basis. For
each frame, the most-significant character is selected
and according to its head height and position, a label
is assigned to the video frame. However, the shot types
presented in section II are defined for the entire shot,
and not for each individual frame. Therefore, a decision
should be taken at a higher level. The weighted majority
voting of the shot type status over the frames in a video
shot is a straightforward process to get the shot type for
the entire shot[3],[5]. Other similar approaches can be
used as well.

IV. EXPERIMENTAL PART

Since the shot type detection is based on the head size
and position, the process required the detection of faces

Fig. 3. Set of rules for shot type definition

in the video frames. This task was performed using a
semi-automatic face tracker [11]. The output face bounding
boxes were adjusted manually when needed.

IV-A. Ground truth data

A video shot database was created. 66 shots were
extracted and manually labeled as: XCU, CU, MCU,
MS, MLS, LS or XLS. For each shot, the faces were
detected. For each face, the information about its height
and position were stored. Therefore, the database contains
4606 detected faces with several values ofd andh (see Fig.
4). It can be noticed that when the value ofh increases,
the shots go towards XCU and CU shots, while whenh

decreases andd increases the shots are more likely to be
LS or XLS.

IV-B. Results

The approach described above was applied on the
database samples. The confusion matrices of the classi-
fication are provided in Table I and Table II. The first
one shows results at a frame level while the second one
shows results at a shot level. These results point out that
the maximum values are obtained on the diagonal of the
matrix, therefore maximizing the good classification rate.
We can also notice that in case of misclassification the
label assigned to the shot or frame is close to the ground



Fig. 4. Representation of the ground truth samples in the
feature space.

Table I. Frame-based confusion matrix.
XCU CU MCU MS MLS LS XLS

XCU 50 9 0 0 0 0 0
CU 0 349 160 0 0 0 0

MCU 0 84 1952 11 0 0 0
MS 0 0 48 307 3 0 0

MLS 0 0 0 86 992 12 0
LS 0 0 0 0 93 248 0

XLS 0 0 0 0 28 141 33

truth label, i.e non-zero entries occur close to the main
diagonal of the respective tables.
A classification accuracy metricA is defined to evaluate
the algorithm performance over the whole set of shots. It
is formulated as follows:

A =
NCC

NGT

(1)

where NCC is the number of shots or frames correctly
classified.NGT is the number of ground truth shots or
frames, respectively. The frame-based accuracy obtained
is 85.35% while the shot-based accuracy reaches90.91%.
Support Vector Machine algorithms were also employed to
solve the multi-class shot type classification problem, but
the accuracy obtained was lower using these data sets.

V. CONCLUSIONS

In this paper, we presented a quantitative description of
the 7 shot types most often encountered in movies. The

Table II. Shot-based confusion matrix.
XCU CU MCU MS MLS LS XLS

XCU 2 0 0 0 0 0 0
CU 0 5 2 0 0 0 0

MCU 0 0 28 0 0 0 0
MS 0 0 1 5 0 0 0

MLS 0 0 0 0 17 0 0
LS 0 0 0 0 1 2 0

XLS 0 0 0 0 0 2 1

approach used is based on two main features, namely head
height and head distance to the bottom of the frame. When
tested on a set of shots the algorithm provided very good
results. This approach uses human head-based features.
Therefore, no decision can be taken when no actors are
screened on the frame.
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