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ABSTRACT

Two hybrid systems for classifying seven categories of human fa-
cial expression are proposed. The £rst system combines inde-
pendent component analysis (ICA) and support vector machines
(SVMs). The original face image database is decomposed into lin-
ear combinations of several basis images, where the corresponding
coef£cients of these combinations are fed up into SVMs instead
of an original feature vector comprised of grayscale image pixel
values. The classi£cation accuracy of this system is compared
against that of baseline techniques that combine ICA with either
two-class cosine similarity classi£ers or two-class maximum cor-
relation classi£ers, when we classify facial expressions into these
seven classes. We found that, ICA decomposition combined with
SVMs outperforms the aforementioned baseline classi£ers. The
second system proposed operates in two steps: £rst, a set of Ga-
bor wavelets (GWs) is applied to the original face image database
and, second, the new features obtained are classi£ed by using ei-
ther SVMs or cosine similarity classi£ers or maximum correlation
classi£er. The best facial expression recognition rate is achieved
when Gabor wavelets are combined with SVMs.

1. INTRODUCTION

From the perspective of psychology and anthropology, the evo-
lution of human brain is re¤ected by the human language that
represents a major milestone in the human evolution. The lan-
guage alone does not seem to be suf£cient for successful social
(human-to-human) interaction. Therefore, the evolution of a non-
verbal signaling system, such as the facial expression mechanism
has captured an increased attention in psychology and anthropol-
ogy for a better understanding of the social context [1]. Unlike
the human-to-human interaction that takes into consideration the
facial expression, human computer interaction systems that use fa-
cial expression analysis have been introduced only recently [2],
[3], [4] and [5]. Reliable facial expression modeling and, partic-
ularly, human emotions recognition, are challenging tasks since
there is no pure emotion. A particular emotion rather is a complex
combination of several facial expressions. Moreover, the emotions
can vary in intensity, which makes emotion recognition even more
dif£cult.

Basically, there are two types of approaches to cope with fa-
cial expression recognition: appearance-based methods and ge-
ometric feature-based methods. For the £rst method the £ducial
points of the face are selected either manually [6] or automatically
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[7]. The face images are convolved with Gabor £lters and the re-
sponses extracted from the face images at £ducial points form vec-
tors that are further used for classi£cation. Alternatively, the Ga-
bor £lters can be applied to the entire face image instead to speci£c
face regions. Regarding the geometric feature-based methods, the
positions of a set of £ducial points in a face form a feature vector
that represents the face geometry. Although the appearance-based
methods (especially Gabor wavelets) seem to yield a reasonable
recognition rate, the highest recognition rate is obtained, when
these two main approaches are combined [6], [8]. Several other
techniques for the recognition of 6 single upper action units (AUs)
and 6 lower face AUs are described in [4]. These works suggest
that the GW-based method can achieve high recognition accuracy
for facial expression classi£cation. Similar results are obtained by
using ICA.

The paper is organized as follows. After a brief image database
description in Section 2, the independent component analysis is
described in Section 3. In Section 4, we present the Gabor image
representation. ICA/SVMs and GWs/SVMs system, training and
testing procedures and the experiments conducted are described in
Section 5. Conclusions are drawn in Section 6.

2. DATA SET DESCRIPTION

The database we used in our experiments contains N = 213 images
of Japanese female facial expression (JAFFE) [9]. Ten expressers
posed 3 or 4 examples for each of the 7 basic facial expressions
(anger, disgust, fear, happiness, neutral, sadness, surprise) yielding
a total of 213 images of facial expressions.

Each original image has been manually cropped and aligned
with respect to the upper left corner. The cropped image size is 160
× 120. Each cropped image has been downsampled by a factor of
2 yielding an image of 80 × 60 pixels.

3. INDEPENDENT COMPONENT ANALYSIS

The goal of independent component analysis (ICA) is to decom-
pose a set of observations into a basis whose components are sta-
tistically independent or, at least, are as independent as possible.
Prior to the application of ICA on the 80 × 60 face images, each
image has been scanned rowwise in order to form a column feature
vector of size M = 4800. All the feature vectors have been col-
lected in a matrix X whose columns contain the images. Hence,
the matrix X is M × N . Let us now suppose that each image
in the database (columns of X) represents a linear combination of
some underlying basis images. In the matrix form we can write
X = AS, where A are the basis images associated with a set of
independent coef£cients vector (source) of S [10]. All we want



Fig. 1. Examples by three different expresser poses 7 facial expres-
sions (emotions). The original images have been downsampled by
a factor of 2, cropped and aligned with respect to the upper left
corner.

to do is to estimate A by D−1, where the unmixing matrix D
is the learned ICA weight matrix, such that Ctrain = DX and
Ctrain ≈ S. Therefore, each column of Ctrain consists of the
independent coef£cients, ctrain, for the linear combination of ba-
sis images in A that comprised each face image x. Since ICA
attempts to make Ctrain as independent as possible, Ctrain is
called a factorial code for face images [10]. Note that, under this
con£guration the pixels are independent across the same image.
That is, the coef£cients c found in the columns of Ctrain are in-
dependent and not the basis images.

In order to have a controlled reduction of the number of in-
dependent components, we choose m linear combinations of the
original images, namely the £rst m PCA coef£cients of the im-
ages. ICA was performed on the matrix RT

m of dimension m ×
N whose columns are the PCA coef£cients of the training images.
Let PT

m be the modal matrix of dimension m × M where rows
are the m principal eigenvectors. Matrix RT

m is then given by
RT

m = PT
mX. Hence:

Ctrain = DRT
m. (1)

Subsequently, a whitening process is applied to RT
m to nor-

malize the data. If the row means are substracted from RT
m and

the resulting matrix is passed thorough a zero-phase whitening
£lter which is twice the inverse square root, the whitening trans-
formation is written as W = 2( 1

N
RT

mRm)−
1
2 . Therefore, the

zero-mean input matrix can be decomposed as the product of the
unmixing matrix and the whitening matrix Dw = DW. Accord-
ingly, (1) is rewritten as Ctrain = DwRT

m. The unmixing matrix
Dw must be learned by ICA during training. An iterative pro-
cess for updating Dw yields the independent coef£cients. Differ-
ent approaches exist for this purpose. In our experiments we used
the maximum entropy method. Let ctrain,i be the i-th column
vector of Ctrain, ctrain,i = (ci1, ci2, . . . , cij , . . . , cim)T , and
g(ξ) = 1/(1 + e−ξ) be a nonlinearity applied component wise to
the elements of ctrain,i to yield the vector zi = g(ctrain,i). An
updating equation for Dw based on ctrain,i at each iteration k, is
given by [11]:

Dw(k+1) = Dw(k)+η[I+(1−2zi(k))cT
train,i(k)]Dw(k) (2)

where η is the learning rate, I is the identity matrix and 1 is a m ×
1 of ones. We used k = 1000 and η was set to 10−6. Obviously,
ctrain,i(k) = Dw(k)rm,i where rm,i is the i-th column of RT

m

and zi(k) = g(ctrain,i(k)). Once we have £nished training and
obtained Ctrain, a test image xtest can be represented as ctest =
DwPT

mxtest, where xtest has zero mean.

4. GABOR WAVELETS

2D Gabor wavelets have been widely used for computer vision
applications and modeling biological vision, since recent studies
have shown that Gabor elementary functions are suitable for mod-
eling simple cells in visual cortex [12]. A 2D Gabor wavelet trans-
form is de£ned as the convolution of the image I(z):

Jk(z) =

∫ ∫
I(z′)ψk(z − z′)dz′ (3)

with a family of Gabor £lters [7]:

ψk(z) =
kT k

σ2
exp(−kT k

2σ2
zT z)

(
exp(ikT z) − exp(−σ2

2
)

)
,

(4)
where z = (x, y) and k is the characteristic wave vector:

k = (kνcosϕµ kνsinϕµ)T (5)

with

kν = 2− ν+2
2 π, ϕµ = µ

π

8
, ν = 0, 1, 2, 3, 4, µ = 0,

π

4
,
π

2
,
3π

4
.

(6)
The parameters ν and µ de£ne the frequency and orientation of
the £lter. In our implementation, we used four orientations 0, π

4
,

π
2

, 3π
4

and two frequency ranges: high frequencies (hfr) with ν =
0,1,2 and low frequencies (lfr) with ν = 2,3,4.

Fig. 2. Magnitude of Gabor representation of the £rst image from
Figure 1 convolved with 12 Gabor £lters for ν = 0,1,2 and µ = 0,
π
4

, π
2

, 3π
4

.

Each 80 × 60 image has been convolved with 12 Gabor £lters
corresponding to high frequency range and orientation, downsam-
pled by 3 resulting an image of 20 × 15 pixels and scanned row
by row to form a vector 1 × 300 for each Gabor £lter. The 12 out-
puts have been concatenated to form a new longer feature vector
of dimension 1 × 3600. Hence the £nal matrix X is 3600 × N ,
where the feature vectors have been stored in the columns of X.
The same procedure has been applied for the low frequency range.



We took only the magnitude of Gabor representation, because it
varies slowly with the position, while the phase is very sensitive to
it. The magnitudes for one sample image are shown in Figure 2.

5. TRAINING AND TESTING

The the 7 basic facial expressions (i.e. anger, disgust, fear hap-
piness, neutral, sadness, surprise) form the set L =

⋃7
j=1 Lj ,

where Lj is a class that corresponds to the facial images having
one particular expression. Let us enumerate the expressions by the
number j = 1, 2, . . . , 7. We used “one-vs-all” multiclass strat-
egy, i.e., we wanted to classify a test image in class Lj against
images that belong to its complement LC

j = L − Lj . Let lj = 1

and lCj = −1 the labels for each two-class problem. In a such
classi£cation problem, we construct a classi£er where the output,
predicted value of the classi£er pi ∈ {−1, +1}. The recognition
rate is de£ned as RR = #{p(ctest) = l(ctest)}, where l(ctest)
is the ground truth for ctest. Once Ctrain is trained in the case of
ICA and X containing the Gabor representation is formed, three
classi£ers are employed to classify a test image:

1. Cosine similarity measure (CSM). This approach is based
on the nearest neighbor rule and uses as similarity the angle be-
tween a test vector and a training one. Let cj (in the case of ICA)
be a column vector of Ctrain that corresponds to the nearest class
Lj . Let also cC

j be the nearest LC
j class neighbor column vector

for a test coef£cient vector ctest. We compute the quantities:

dj =
cT

testcj

‖ctest‖‖cj‖ and dC
j =

cT
testc

C
j

‖ctest‖‖cC
j ‖ , (7)

where dj and dC
j are the cosines of the angle between a test feature

vector and the nearest training one. We assign ctest to Lj , if dj >
dC

j . Otherwise ctest ∈ LC
j .

2. Maximum correlation classi£er (MCC). The second classi-
£er is the minimum Euclidean distance classi£er. The Euclidean
distance from ctest to cj is expressed as

‖ctest − cj‖2 = −2[cT
j ctest − 1

2
‖cj‖2] + cT

testctest

= −2hj(ctest) + cT
testctest, (8)

where hj(ctest) is a linear discriminant function of ctest. A test
image is classi£ed by this classi£er by computing two linear dis-
criminant functions hj(ctest) and hC

j (ctest) and assigning ctest

to the class corresponding to the maximum discriminant function
value.

3. Support vector machines (SVMs). If NT denotes the num-
ber of training images, then the class membership for a new test
vector ctest is given by the sign of the following decision function
[13]:

f(ctest) =

NT∑
i=1

αi li K(ctest, ci) + b (9)

where K(z1, z2) is a kernel function that de£nes the dot product
between Φ(z1) and Φ(z2) in an Hilbert space H, and αi are non-
negative Lagrange multipliers associated with the quadratic opti-
mization problem:

minimize 1
2
wT w + E

∑NT
i=1 ξi

subject to li(w
T Φ(ci) + b) ≥ 1 − ξi, i = 1, . . . , NT . (10)

In (10), w and b are the parameters of the optimal hyperplane in
H that attempts to separate the classes. That is, w is the normal
vector to the hyperplane, |b|/‖w‖ is the perpendicular distance
from the hyperplane to the origin, with ‖w‖ denoting the Euclid-
ian norm of vector w. E is a parameter which penalizes the errors
and ξi are positive slack variables. Frequently used kernel func-
tions are the polynomial kernel, K(xi, xj) = (xT

i xj + n)q and the
Exponential Radial Basis Function (ERBF) kernel, K(xi, xj) =
exp{−γ|xi − xj |}. We used q = 1 (equivalent to a linear classi-
£er), q = 2, 3, 4 and γ = 0.005 in our experiments.

Since the database is limited, the generalization error (recog-
nition rate) is measured over identity using a leave-one-out strat-
egy which makes maximal use of the available data for training.
The results were averaged over the subjects and classes. Along
with the systems described in the paper we carried out experi-
ments with SVMs when the input is represented by the original
image data for comparison purposes. The best and worst recogni-
tion rates (BRR, WRR) with respect to expressions, together with
the corresponding index j to the facial expression, and the aver-
age recognition rates (ARR) over the expressers and expressions
for different methods are ranked with respect to ARR from top to
bottom in Table 1.

Table 1. Best recognition rate (BRR), worst recognition rate
(WRR) with respect to expressions , the corresponding classes and
average recognition rate (ARR) (%) over the expressers and ex-
pressions for several methods employed.

Methods BRR j WRR j ARR
GWs (hfr) + SVMs (q = 2) 94.70 2 87.18 6 90.34
GWs (hf) + SVMs (q = 3) 94.72 2 87.77 6 90.08
GWs (hf) + SVMs (q = 1) 94.73 2 87.27 6 90.00
GWs (hf) + ERBF SVMs 92.49 2 85.86 5 89.53
GWs (lf) + ERBF SVMs 92.92 4 86.30 5 89.52
GWs (lf) + SVMs (q = 3) 93.79 2 84.52 5 89.44
GWs (hf) + SVMs (q = 2) 95.16 2 83.09 5 89.07
ERBF SVMs 92.47 4 85.84 5 89.07
GWs (lf) + SVMs (q = 1) 95.18 2 84.43 5 88.80
GWs (hf) + SVMs (q = 4) 90.63 4 84.79 5 88.34
SVMs (q = 2) 93.94 4 82.94 5 88.32
SVMs (q = 1) 90.52 2 83.46 5 87.86
SVMs (q = 4) 91.99 7 79.13 1 86.30
ICA + ERBF SVMs 86.39 2 84.54 3 85.58
GWs (hf) + CSM 90.13 2 79.15 5 84.07
GWs (lf) + CSM 88.64 2 77.41 6 83.70
GWs (hf) + MCC 88.74 2 78.27 5 83.54
GWs (lf) + MCC 88.19 2 78.10 5 83.37
ICA + SVMs (q = 4) 85.41 5 72.64 7 79.91
ICA + CSM 81.22 4 72.25 5 76.43
ICA + MCC 84.13 5 69.09 3 75.61
ICA + SVMs (q = 2) 80.71 5 68.57 7 75.75
Method described in [5] 75.00
ICA + SVMs (q = 3) 76.27 5 59.09 2 63.86

The best recognition rate (95.18 %) for a novel expresser is
obtained when the feature vectors are obtained by Gabor repre-
sentation with low frequency range and the classi£cation is done



with linear (q = 1) SVMs. On the opposite side, the polyno-
mial SVM (q = 3) combined with ICA decomposition gives the
worst recognition rate with respect to expressions. It turns out
from Table 1 that the Gabor representation provides more dis-
criminability power than the original feature vector (image pixel
values) and ICA decomposition. Overall, the best average recog-
nition rate over the expressers and expressions was achieved by
high frequency Gabor representation with a polynomial SVM of
degree 2. Although ICA combined with SVMs outperforms MCC
and CMS, the performance of this system is inferior to GWs/SVMs
facial expression recognition system. However, both of them out-
performed the method of Lyons and all [5]. The most dif£cult
expression to be recognized was the “neutral”, while the easiest
was “disgust”. In order to verify this result and gain some knowl-
edge about the inter-class and intra-class dispersion, we measured
the class separability by computing the within-class scatter matrix
SW , the between-class scatter matrix SB and the mixture scatter
matrix SM = SW + SB corresponding to each class [14]. The
criterion used for the class separability measurement was J =
trace(SM )/trace(SW ). This number is large when SB is dis-
persed or the scatter of SW is small. The results are shown in
Table 2. The results presented in Table 2 are consistent with

Table 2. Class separability measurement when data are repre-
sented by the: 1. original image grayscale pixel values; 2. the
GW(hfr) representation; 3. the GW(lfr) representation 4. ICA de-
composition.

Case J1 J2 J3 J4 J5 J6 J7

1 1.025 1.017 1.016 1.018 1.013 1.011 1.032
2 1.032 1.034 1.016 1.031 1.015 1.013 1.067
3 1.035 1.027 1.016 1.034 1.015 1.015 1.051
4 1.004 1.003 1.014 1.013 1.003 1.005 1.008

the results shown in Table 1 since the smallest J are J5 and J6

that correspond to the worst recognition rates for j equals 5 and 6
(“neutral” and “sadness”), whilst J2 corresponding to the index 2
(“disgust”) has a large value. “Fear” has been reported in [6] as
being the emotion that is most dif£cult to be recognized. Indeed,
the corresponding J3 has a small value supporting this claim. As
one can see, the Gabor representation produces a better class sep-
aration than the original feature vector or ICA decomposition.

6. CONCLUSIONS

The experiments carried out on several methods for facial expres-
sion recognition demonstrate that the GWs/SVMs - based system
yields the best average recognition rate.
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