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ABSTRACT
Camera-equipped drones have recently revolutionized aerial
cinematography, allowing easy acquisition of impressive
footage. Although they are currently manually operated,
autonomous functionalities based on machine learning and
computer vision are becoming popular. However, the emerg-
ing area of autonomous UAV filming has to face several
challenges, especially when visually tracking fast and unpre-
dictably moving targets. In the latter case, an important issue
is how to determine the shot types that are achievable without
risking failure of the 2D visual tracker. This paper studies
the constraints imposed to cinematography decision-making
during autonomous UAV shooting. It focuses on formalizing
and geometrically modelling common target-following UAV
motion types, in order to analytically determine the maxi-
mum permissible camera focal length (therefore, the range of
feasible shot types) for avoiding visual target tracking failure.

Index Terms— UAV cinematography, shot type, au-
tonomous drones, target tracking

1. INTRODUCTION

Vertical Take-off and Landing (VTOL) Unmanned Aerial Ve-
hicles (UAVs or “drones”) equipped with professional cam-
eras have become an essential tool for a cinematographer dur-
ing the past few years. They have been adopted in TV/movies
production, newsgathering, advertisement and outdoor event
coverage, since they can easily capture shots that would oth-
erwise incur significantly higher production costs (e.g. the
use of a helicopter or a crane). In many application scenarios
there is a need for visual detection, tracking and active phys-
ical following of a specific target being filmed. In a typical
manual operation scenario, this requires two different remote
UAV operators (one for the camera and one for the drone)
that must act in concert. Thus, a growing trend of increasing
automation in drone functionalities has appeared, including
machine learning and computer vision modules (e.g., [1] [2]),
aiming to reduce the challenges arising from fully manual op-
eration.

Typically, a director plans ahead a cinematography mis-
sion as a sequence of desired target assignments, shot types
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and UAV/camera motion types relative to the target. The shot
type defines the zoom level and is regulated by the camera
focal length f. In case autonomous visual target tracking
is involved, the maximum focal length is necessarily con-
strained for a 2D visual tracker to operate properly. This
is because the location (in pixel coordinates) of the target’s
Region-of-Interest (ROI) should differ no more than a thresh-
old between successive video frames/time instances. This re-
quirement places a constraint on the maximum target speed
and on the maximum camera focal length, since a given 3D
target displacement in the scene corresponds to a greater 2D
ROI displacement (in pixels) at a greater zoom level. Estimat-
ing the maximum allowable f at each given circumstance is
of utmost importance in cinematography applications, since
it affects the currently permissible shot types.

Such a study has not been previously performed, due to
the lack of standardization and formalization in aesthetically
meaningfull UAV/camera motion types. Incorporating shot
type permissibility rules into media production automation
software, such as intelligent UAV shooting algorithms [3]
[4] [5], is expected to greatly enhance the robustness of au-
tonomous drones. This paper, which extends preliminary
work [6] [7], presents such a study. Industry-standard target-
following UAV motion types have been geometrically mod-
elled and the maximum permissible camera focal length for
avoiding visual target tracking failure has been analytically
determined.

The main underlying assumption is that the autonomous
UAV operates in a consistent, global, Cartesian 3D map,
where both vehicle and target position/velocity vector esti-
mates are constantly provided. This can be easily achieved by
employing Real Time Kinematic - Global Positioning System
(RTK-GPS) receivers [8] on both the UAV and the target, as
well as an on-drone Inertial Measurement Unit (IMU) [9].
However, purely visual target localization methods are also
available [10]. Finally, the shooting camera is assumed to be
suspended from a gimbal that allows rapid, arbitrary camera
rotation around its yaw, pitch and roll axis. The gimbal is typ-
ically attached to a known, fixed position of the UAV vehicle
frame.

2. UAV CINEMATOGRAPHY MODELLING

In cinematography, the shot type defines the percentage of
the video frame covered by the target/subject being filmed



[11] and is mainly adjusted by the zoom level, therefore, by
the camera focal length f. Camera motion type relative to the
target is an equally important aspect of cinematography. After
an extensive survey of professional UAV footage, we have
identified five industry-standard target-tracking UAV/camera
motion types. Below, they are formalized, and geometrically
modelled. Additionally, the ORBIT UAV/camera motion type
(not included here) has been modelled and examined in the
preliminary study [7]. A more general derivation is presented
in this paper, fully able to incorporate the case of ORBIT.

For reasons of simplicity, the employed modelling ig-
nores the distinction between the drone and its mounted
camera, since it is typically trivial to compute the 3D pose
of the one given the other and gimbal feedback. It is as-
sumed that, given a camera frame rate F, time ¢ proceeds
in discrete steps of % seconds. The position vectors of the
target and the UAV are denoted as p; = [P, Pr2, Pe3]”
and X; = [T41, %40, 343]7, while the velocity vectors as
Uy = [fig1, Ue2, U3)? and vy = [O41, De2, D3] T, respectively,
in a known fixed, orthonormal, right-handed World Coordi-
nate System (WCS) with axes i, j k. Axis k is vertical to a
local tangent plane (or “ground plane”). Additionally, at each
time instance, a current, orthonormal, right-handed target-
centered coordinate system (TCS), i, j, k is defined. Its origin
lies on the current target position, its k-axis is vertical to the
ground plane and its i-axis is the Lo-normalized projection
of the current target velocity vector onto the ground plane. In
case of a still target, the TCS i-axis is defined as parallel to
the projection of the vector pg — X onto the ground plane. In
both coordinate systems, the ij-plane is parallel to the ground
plane and the k-component is called “altitude”. Vectors ex-
pressed in TCS are denoted without the tilde symbol (e.g. p,
x). Transforming between WCS and TCS is trivial, allowing
for descriptions in the most suitable system for each motion
type. The 3D scene point at which the camera looks at time
instance ¢ is denoted by 1, while o; = 1; — x; is the LookAt
vector (both in TCS). Below, it is assumed that 1; = p; at all
times, thus, the selected target point is visible at the center of
the video frame.

Five target-tracking UAV/camera motion types, adopted
from [6], have been modelled here.

1) Lateral Tracking Shot (LTS) [12] [13] and 2) Verti-
cal Tracking Shot (VTS) are non-parametric camera motion
types, where the camera gimbal does not rotate and the cam-
era is locked on the moving target. In LTS, the camera axis
is approximately perpendicular both to the target trajectory
and to the WCS vertical axis vector l~< while the UAV flies
sideways/in parallel to the target, matching its speed (if pos-
sible). In VTS, the camera axis is perpendicular to the target
trajectory and the UAV flies exactly above the target, match-
ing its speed (if possible). The base mathematical description
for both is the following:

Vi =y ey

ol ~0, X;=xX¢ 1,V )
Additionally, the following relations hold for LTS:
oy xj~0, wo3~0, 3)

while the following relations hold for VTS:
zo3 > 0. 4

3) Fly-Over (FLYOVER) and 4) Fly-By (FLYBY) [13].
They are parametric camera motion types, where the camera
gimbal is rotating, so that the still or linearly moving target is
always properly framed. The UAV intercepts the target from
behind/from the front (and to the left/right, in the case of
FLYBY), at a steady altitude (in TCS) with constant velocity,
flies exactly above it/passes it by (for FLYOVER/FLYBY,
respectively) and keeps on flying at a linear trajectory, with
the camera still pointing at the receding target. The UAV and
target trajectory projections onto the ground plane remain
approximately parallel during shooting.

The common parameter that must be specified is K, i.e.,
the time (in seconds) until UAV is located exactly above the
target (for FLYOVER), or until the distance between the target
and the UAV is minimized (for FLYBY). Additionally, d, i.e.,
the length of the projection of that minimal distance vector
onto the ground plane, must be specified for FLYBY.

The base mathematical description common to both cam-
era motion types is the following:

Ts
o, j~0,

vo = [P0 0, g 5)
Vi=Vi1, W=y 1,Vt (6)
= e, Vvt (7

X; = Xg + ﬁ(iKT —Xp) (8)
[Ge1, T, 0] X [Be1, Do, 0] = 0 9)
l, =p: tel0,2KT)] (10)

Additionally, the following hold for FLYOVER:
g7 = [Po1 + o1 K, Poz + G2 K, Zos + GosK]" (1)

Ty~ 0, xij=0,Vt (12)

and the following hold for FLYBY:
|{E02| =d> 0, Tio = xog,vt (13)
xkr = [0, 202, T3] " (14)

5) Chase/Follow Shot (CHASE) is a non-parametric cam-
era motion type, where the camera gimbal does not rotate
and the camera always points at the target [13]. The UAV
follows/leads the target from behind/from the front, at a lin-
ear trajectory, constant distance while matching its speed, if
possible. p, refers to a varying target position in WCS. The
mathematical description is the following:

Vi, l=p; (15)

Typ = To2 20, X =% 1,V¢ (16)



3. MAXIMUM FOCAL LENGTH CONSTRAINTS

In general, 2D visual tracking algorithms assume that the lo-
cation of the target ROI center (in pixel coordinates) varies no
more than a threshold between successive video frames. Dif-
ferent zoom levels, corresponding to different selected shot
types and, therefore, different focal lengths, map a specific 3D
target displacement to different 2D ROI displacements. Thus,
it is important to determine the constraints on maximum focal
length f imposed by the 2D visual tracker, since it affects the
permissible shot framing types at each time instance.

Without loss of generality, we always consider time in-
stance ¢ = 0 and, thus, examine an entire shooting session as
a sequence of repeated transitions between the “first” (¢ = 0)
and the “second” video frame (¢ + 1 = 1), by proper manip-
ulation of initial values of the variables per motion type. We
also assume that the target ROI center is meant to be fixed at
the image center for all video frames (this is called central
composition in cinematography). Target position p; is ini-
tially known and p;y; can be predicted using the estimated
target velocity vector u; (i.e. Pi+1 = Pt + Wy %). If the pre-
diction is accurate, the target ROI indeed remains at the center
of the (t + 1)-th video frame.

In contrast, if the actual current target motion differs from
the predicted one by the unknown velocity deviation vector
At = [qe1, @2, qi3] ", the target ROI center position at time ¢+
1 has to be explicitly localized via 2D visual tracking (in pixel
coordinates), so that 3D target position p; 41 can be estimated.

Given that tracker behaviour varies per algorithm, we sim-
ply assume a maximum search radius R, ., (in pixels) defin-
ing the video frame region within which the tracked object
ROI of time instance ¢t + 1 must lie, relatively to the video
frame center, so as to permit successful tracking. Then, the
maximum focal length so that there is no target tracking fail-
ure can be found by assuming that the expected position of
the target in TCS is always p;+1 = [0,0,0]7. Additionally,
dy = /2, + 7, is the horizontal distance between the tar-
get and the UAV on the ij-plane at time instance ¢.

Based on the above and the camera projection equations
[14], the following hold:

_ S ri(Per1 — Xeq1)

T(Pt+1 —X¢41)

a:d(t + 1) = 0,
Sy T3

; a7

T
ya(t +1) = o, — L T2 Prrn ZXew1) g
Sy T3 (P41 — Xe41)
where x4(t + 1), yq(t + 1) are the target center pixel coor-
dinates at the time instance (¢ + 1), 0,0, define the image
center in pixel coordinates and s, s, denote the pixel size (in
mm) along the horizontal and vertical directions. rj, ro and
r3 refer, respectively, to the first, second and third row of the
rotation matrix R that orients the camera gimbal according to
the LookAt vector.
In general, the coordinate transform matrix from TCS to
the camera coordinate system can be found by two rotations

and one translation of the unit TCS vectors. The first rotation
required is around the TCS k-axis and the second one around
the TCS j-axis. Thus, R can be described as [15]:

cos(;)cos(0y,) —sin(8,) cos(8,)sin(8,)
R = |sin(6,)cos(8,) cos(8,) sin(,)sin(8,)]|,
—sin(8y) 0 cos(6
(19)

where 0, and 6, are the appropriate angles of rotation for R,
and R, respectively. However, in most of the motion types,
given that R is an orthogonal change-of-basis matrix and that
the UAV does not fly exactly above the target, it is easier to
obtain the rows of R as follows. Since the camera axis points
directly at the target, the unit vector of the k-axis for the Cam-
era Coordinate System, i.e. r3, can be obtained from x;; as

follows: .
ry = (‘Xt“ ) . (20)
| %41 |l

For motion types where the UAV is not exactly above the tar-
get, r; is the cross product of r3 with the unit vector k:

T
r = (k % Xt‘“) 7 Q21
| %41 |
r/
r = (22)
([ 3 |l

Thus, r9 is given by the cross product rs X ry:

T
. (—Xm " (k " —XtH)) (23)
| xe+1 || | xe+1 || ’
)
T 24)
[ x5 ||

Using the above and the limit constraint Ry = Ryqq, We
derive the following equation:

ro =

Rias =/ (@alt + 1) = 0,)2 + (yalt + 1) — 0,). (25

Assuming that Xy = [zy/1, T2, 23] and py = [14, 92 92
where t' = t+1, Eq. (25) can be solved for f, to find the max-

imum focal length f,,,4, for motion types having d;41 > 0:

Rmaa:dt’sxsy|E1 + F || Xt/ ||2 |

fmam - ) (26)
\/(qutgd?/ — szxt/3E2)2 —+ S%E; || Xy ||2
where
By = —quxi1 — oy — q3Ty3, 27)
Es = g1 + qratyo, (28)
E3 = qpry1 — quzyo. (29)

Since most of the UAV motion types are not affected
by target altitude changes between successive video frames,



which are less likely to happen than direction and speed
changes, p;+1 can be expressed by:

@ g2 gr
pt+1_[F>F7O] . (30)

In this case, the maximum focal length is given by:

Rmaxdt/3x5y| - E2 + F || Xt/ H2 |
VB + SBR[ x|

€19}

fmaa: =

When the UAV/camera is located exactly above the target for
the (t + 1)-th video frame, i.e., x;11 = [0,0, z3]T, matrix
R cannot be derived as described before, since r1 x k = 0. In
this special case, where d;; = 0, it is easier to calculate the
rotation matrix using Eq. (19) where 6, = 0 and 6, = 180°:

-1 0 0
R=[0 1 0]. (32)
0 0 -1

Then, the maximum focal length is given by:

RmarFxt’Ssmsy

[ c2 42 2.2
syqtl + Sz4i2

The above analysis can be applied separately to each
UAV/camera motion type, so as to derive a formula for the
maximum focal length in each case. This can be performed
by substituting the relations describing each motion type, i.e.,
the relations governing x;41, into Eq. (26), (31) or (33).
Below, LTS is studied as an example.

4. LTS SIMULATIONS

fmam = (33)

In LTS, even small target altitude variations have a great aes-
thetic impact on picture framing. Therefore, our study was
performed by considering g;3 # 0. The UAV position is given
by x¢41 = [0,242,0]". As ppy1 = [%, 42 22T Eq. (26)
can now be rewritten as follows:

Rmawswsy|qt2 - Fxt2|

[2.2 2.2
8303 T 82443

Following [7] and expanding upon it, the UAV and target
motion was simulated for various representative AV shoot-
ing scenarios. We studied 8 different cases of values for the
deviation vector q;. In the first two cases the target linearly
accelerates/decelerates respectively (q:1 = [5,0, qtg]T, Qi =
[—5,0, q:3]T). In the third and fourth cases, the target is mov-
ing along a different direction than the expected one (q:3 =
0,5, q3]7, qia = [0, —5,q:3]") but remains on the TCS j-
axis. In the remaining cases, the target is moving diagonally
to the TCS axes (qi5 = [5,5, ¢3)7, aws = [-5, =5, q3]7,
air = [-5,5,q:3)T, qis = [5, =5, q:3]T). Velocity deviations
are expressed in meters/second. Figure 1 depicts the expected
against the actual position of the target in each case.

(34)

fmaz =
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Fig. 1. The expected against the actual target position in the
(t + 1)-th frame, for the 8 simulated cases. The TCS axes are
also depicted.
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Fig. 2. Variation of f,,,, against q;3 for LTS.

The following simulation parameters have been used:
maximum tracker search radius R,,,, = 128 pixels, pixel
size s, = s, = 0.009 mm and video frame rate F' = 25
fps. The simulation was performed for varying values of ¢;3.
The distance between the UAV and the target was chosen
to be A\ = z;2 = 30m. Simulation results fully comply
with intuitive expectations and are shown in Figure 2. The
obtained f,,q, values can easily be exploited for shot type
feasibility testing, either on-line or in pre-production cine-
matography planning. Similar methodology may be followed
for all motion types and various possible velocity deviation
vectors (e.g., derived from target acceleration estimates).

5. CONCLUSIONS

In this paper five industry-standard target-tracking UAV/camera
motion types have been formalized and geometrically mod-
elled. This allows us to extract maximum focal length con-
straints for computer vision-assisted UAV physical target
following. This is of utmost importance in cinematography
applications, where the maximum focal length regulates the
range of permissible shot types. The derived formulas can
be readily employed as low-level rules in intelligent UAV
shooting and cinematography planning systems.
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