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Abstract. Multimodal clustering/diarization tries to answer the ques-
tion ”who spoke when” by using audio and visual information. Diariza-
tion consists of two steps, at first segmentation of the audio information
and detection of the speech segments and then clustering of the speech
segments to group the speakers. This task has been mainly studied on
audiovisual data from meetings, news broadcasts or talk shows. In this
paper, we use visual information to aid speaker clustering. We tested
the proposed method in three full length movies, i.e. a scenario much
more difficult than the ones used so far, where there is no certainty that
speech segments and video appearances of actors will always overlap.
The results proved that the visual information can improve the speaker
clustering accuracy and hence the diarization process.
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1 Introduction

Speaker diarization/clustering tries to detect speech segments and cluster similar
segments in order to group together segments of the same speakers. Diarization
can automatically answer the question ”who spoke when” when used together
with speaker recognition systems, by providing the speakers true identity. Alter-
natively the same question can be answered in a semi-automatic way by combin-
ing diarization with the manual labelling of the speaker clusters with their true
identity. Speaker diarization is a process that automatically produces semantic
information from audio data.

Movies contain both audio and video information. Usually, video and audio
are considered as different modalities and are analysed separately. In this paper,
the combination of the two modalities (audio and video) for the task of speaker
clustering/diarization is investigated. The intuition behind the modalities fusion
is that one can perform a similar to speaker diarization analysis upon the visual
data: face clustering. In more detail, assume that faces are detected in the frames
of a movie and then the detected faces are tracked over time, resulting in a
number of video facial trajectories [13], [2], [5]. A representative face is selected
to represent a facial trajectory. The selected faces can then be clustered into
clusters, each ideally corresponding to a single actor/person. The face clustering
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results and/or video information can be used in the audio based diarization
process in order to improve the speaker clustering accuracy.

In the proposed method, audio speech segments and video facial trajectories
were used as high level features to improve speaker clustering. In more detail,
the similarity of two speech segments was increased when these segments have
overlap with visual appearances of the same actor and was decreased otherwise.

The proposed multimodal approach was tested in 3D feature length movies.
Multimodal analysis of movies content has certain inherent difficulties since un-
like meetings or talk shows audio (speech) and video are often not coherent in
movies, for example the person depicted in the video might not be the one that
is speaking.

2 Previous Work

Multimodal speaker diarization, which is closely related to multimodal person
clustering has already been studied in the literature, but mainly on audiovisual
data from meetings or talk shows, which impose far less difficulties than movie
content. The video information can enhance the audio information during the
speaker diarization, hence a multimodal approach to diarization (audio + video)
can improve the answer in the diarization question ”who spoke when”. In [4],
Khoury et al. proposed a framework for audio-visual diarization. The authors
combined audiovisual information using co-occurrence matrices. Moreover, they
used information, such as face size and lip activity rates to improve the audiovi-
sual association. Their method improves all audio, video and audiovisual diariza-
tion. The authors evaluated their method in a number of news videos, meetings
videos and movies. In [8], Noulas et al. proposed a probabilistic framework to
perform multimodal speaker diarization. The proposed method uses a Dynamic
Bayesian Network (DBN) to model the people as multimodal entities that are
involved in audio and video streams and also in audiovisual space. The model
is generated by using the Expectation Maximization algorithm. The proposed
DBN, also called factorial HMM, can be treated as an audiovisual framework.
The factorial HMM arises by forming a dynamic Bayesian belief network com-
posed of several layers. Each of the layers has independent dynamics, but the
final observation vector depends upon the state in each layer. Their method was
tested in meetings and news videos. Multimodal speaker diarization is also ad-
dressed by Friedland et al. in [6]. The method combines audio and video low level
features, by using agglomerative clustering, where GMMs are used to model the
clusters. The method proposed by [6] was tested on meetings video.

To our knowledge, there are no methods that use multimodal information
for speaker diarization on 3D video and multichannel audio data. Moreover, the
task of diarization is much easier, when the input data are from meetings or
talk shows. In such setups, the visual appearance of a speaker (i.e., its clothing
or facial appearance) does not change within the duration of the meeting/show.
The composition of the group of participating persons typically does not change
either. For talk shows, one can further assume that the speaker is in a close-
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up view. Moreover, the possibility that the speaker is the person that is shown
(actor) is very high. These observations do not apply in the case of 3D films or
films in general. In this case, the speaker/actor visual appearance may change
over the duration of the movie. Furthermore, the group of people may change over
time. Finally, the coherence between visual and audio scene is not guaranteed,
since, for example, 3DTV video and audio scenes often capture only a part of
the real scene (there may be people speaking that are not displayed or displayed
people may speak but one may hear the voice of somebody else). Due to the
above, the situation is much less constrained in the case of 3DTV content and
person identification is more difficult than in the previously discussed setups.

3 Method Description

The proposed methods use information derived from video to improve the speaker
clustering. In order to combine video and audio information, video facial trajecto-
ries and speech segments were used. Video trajectories are series of facial images
in consecutive frames (usually depicting the same person) and speech segments
are segments where speech has been detected in the audio channel of a movie.

3.1 Audio processing

The first step in speaker diarization is speech detection. Speech segments are
detected and subsequently segmented in the audio channel of a video. Finally
speaker clustering is performed in order to group together speech segments in
clusters that are homogeneous. Each cluster should ideally correspond to a single
speaker. In more detail the three steps of the speaker diarization approach used
in this paper are:

– Speech detection: using Mel Frequency Cepstral Coefficients (MFCC) fea-
tures and SVM classifiers

– Change point detection: in order to further segment the speech segments
to homogeneous parts.

– Spectral clustering: to group speech segments that belong to the same
speaker.

Features are extracted from the segmented speech segments. The audio features
used were the Mel Frequency Cepstral Coefficients (MFCC) and the Spectral
Flatness Measures (SFM). In speaker diarization, the standard score is based on
the Bayesian Information Criterion (BIC) using Gaussian models [3]. A distance
matrix D of dimensions N×N is derived using the MFCC features and the BIC
criterion where N is the number of the audio segments. A novel variant [10] of
the spectral clustering proposed in [7] was used for clustering.

3.2 Video processing

The first step in video processing is face detection and tracking. Faces are de-
tected using [11] and tracked in the video channel or channels (in the case of 3D



4 Multimodal speaker diarization utilizing face clustering information

videos) of a movie using the algorithm proposed in [14]. In more detail, each de-
tected face is tracked for K frames. A series of tracked images of a detected face
form a facial trajectory (figure 1). Each facial trajectory is represented by any
of the images included in it and these trajectories are clustered by using their
representative images. It is obvious that all faces included in a trajectory belong
to the same actor unless tracking error occur. Local Binary Patterns (LBP) [9]
were used as features to represent the facial images.

Fig. 1. Face trajectory computed by using face detection and tracking.

Calculating LBPs for all pixels of an image is not the best solution neither in
terms of effectiveness nor in terms of calculation time. In our case we have chosen
to calculate LBPs only in pixels that carry important information (i.e. mouth,
eyes, etc.), thus two passes of fiducial points detectors were used. The first one
is for the calculation of 66 fiducial points, such as outline of eyes, eyebrows,
mouth etc, [1] and the second one [12] for better localization of these points.
Moreover, these fiducial points are used in order to scale and align the detected
images. LBPs are calculated upon patches around these 66 aligned points. Final,
a histogram with K bins is calculated for each of these features. By this way a
descriptor of dimension 66×K is calculated for each image.

In order to perform face clustering, similarities between each pair of im-
ages (each image representing a facial trajectory) have to be computed. The χ2

distance was used to calculate the distances between two corresponding LBP
histograms on a pair of images i, j and the final dij distance value was computed
as the sum of the 66 distances (one per histogram). The similarity between the
two images was calculated as 1/dij and a similarity matrix V between facial
images (or more precisely facial image trajectories) was computed. Finally the
clustering method in [10] is used to perform face clustering by utilizing V. The
result of face clustering can be used to improve speaker clustering (Section 3.3).

3.3 Multimodal approach

As can be seen in Sections 3.1 and 3.2, speaker clustering and face clustering
group the speakers and the actors in the audio and visual data of a movie
respectively. The speakers and the (visible) actors of a movie are in general the
same people (people that speak in a movie, usually appear in it also), thus face
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clustering can improve most probably the speaker clustering i.e. the diarization
process.

The input of the algorithm used for multimodal speaker clustering is the simi-
larity matrix of the audio segments. The main idea is to a) increase the similarity
of two speech segments, when these segments overlap with visual appearances of
the same actor or b) decrease the similarity value, if no such overlap exists. The
matrix derived by audio features (Section 3.1) is actually a speech segments dis-
tance/dissimilarity matrix, i.e., has small values when two speech segments are
similar and high values otherwise. Therefore, the first step towards combining
audio and video information was to transform this matrix to a similarity matrix
S. This was done by using a sigmoid function:

Si,j =
1

1 + exp(4 ∗ (Di,j − D̄)/σ)
, (1)

where Di,j is an element of the distance matrix D, D̄ the mean value of D and σ
the standard deviation of D. To combine information from video and audio, in
order to enhance speaker clustering using video, a new matrix Q is created with
dimensions equal to those of the speech similarity matrix S. The next step is to
find, for each element (i, j) of the matrix Q, the video trajectories that overlap
in time with the speech segments that correspond to this element. Then, if the
same actor appears in the corresponding video trajectories, the corresponding
element of Q is increased, otherwise it is decreased. The final similarity matrix
F is formed by combining the speech similarity matrix S and matrix Q:

F = S+ αQ, 0 ≤ α ≤ 1. (2)

Two different approaches were implemented and tested (see Section 4), in
order to create the matrixQ, i.e., to change the elements ofQ that correspond to
speech segments which overlap with video trajectories. In the first approach, the
ground truth for the actors depicted in the video trajectories was used, in order to
check performance when the face clustering is perfect, i.e., it contains no errors.
In more detail, for each pair of audio segments, the overlapping facial trajectories
are found and, if the same actor appears in these trajectories according to the
ground truth information, then the value in the corresponding element in matrix
Q is multiplied with q where q > 1, otherwise it is multiplied with 1/q. In the
second more realistic approach, the same procedure is used, but instead of using
the ground truth for the actors, the results of the face clustering algorithm are
used. In other words, the results of face clustering described in Section 3.2 are
used to check if the same actor appears in the overlapping facial trajectories.

Finally, after the calculation of matrix F using (2), the clustering algorithm
in [10] is used for speaker clustering.

4 Experimental Results

The evaluation of the proposed multimodal speaker clustering approach was
made by using a modified F-measure. F-measure punishes the erroneous split
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of a class into 2 parts quite strictly. In the modified version of F-measure used
in this paper, overclustering is performed by creating more than the needed
clusters and then the clusters that correspond to the same speaker are merged.
The final F-measure is evaluated upon this merged clustering result. By this way,
F-measure becomes less strict in the evaluation of splitted classes and evaluates
more the purity of clusters.

The proposed approach was tested in three full length 3D feature films of
different duration, size of cast and genre. These movies were selected in order to
test the proposed approach in a difficult and realistic scenario. Stereo information
of the video channels was exploited in two ways. Face detection [11] was applied
on both channels (left and right), mismatches between the two channels were
rejected and a stereo tracking algorithm [14] was applied in both channels. By
using the above approaches we end up with a number of facial trajectories,
namely series of consecutive facial images. As stated in previous section, each of
these trajectories is represented by a single facial image for each channel (Left-
Right). For 2 trajectories represented each one by 1 (in case of a mismatch) or
2 images (in case of left-right channel) the following similarity is calculated:

Simlarity = maxijLBP (xi, xj)xi ∈ Tk, xj ∈ Tm (3)

where xi is an image belonging to the Tk trajectory and xj is an image belonging
to Tm trajectory and 1 ≤ k,m ≤ 2.

It should be noted that only a relatively small number of speech segments
overlap with facial trajectories, which is a usual phenomenon in movies and
makes multimodal diarization difficult in such content.

Experiments have been conducted to verify the performance of the proposed
method. The results can be seen in Table 1 alongside with the performance of
the clustering when only audio modality was taken into account. As can be seen
in this Table, the use of video ground truth information for the actors depicted
in each facial trajectory (Multimodal 1 column) improves the clustering perfor-
mance by approximately 8% in every movie, in terms of the modified F-measure
compared to audio only diarization. Since the ground truth was used, it can be
deducted that this is the best possible improvement for speaker clustering by us-
ing the video information with the proposed approach. When using information
derived from actual facial image clustering in video the improvement, as can be
seen in Table 1 (column Multimodal 2), is approximately 5%.

Table 1. Speaker Clustering F-measure, when video information is incorporated.

Audio only Multimodal 1 Multimodal 2

Movie 1 0.51 0.59 0.56

Movie 2 0.48 0.57 0.51

Movie 3 0.45 0.53 0.5

As can be seen from the experimental results, information derived from video
data can help the audio-based speaker diarization. The increase in performance



Multimodal speaker diarization utilizing face clustering information 7

is higher when ground truth information is used, which leads to the obvious
conclusion that the better the face clustering in the video, the better the effect
of multimodal speaker clustering in the speaker diarization. It should be noted
that, face clustering is not the only way to cluster the actors facial images in
a video. Face recognition or label propagation can also be used to cluster the
actors to groups and use this information for multimodal speaker clustering.

5 Conclusions

In this paper we proposed a method to improve speaker diarization through
a multimodal approach. The improvement of speaker clustering can be done
by using video information derived from video data through face clustering.
Experiments in three full stereo movies have shown that multimodal speaker
clustering achieves better results that single modality speaker clustering.
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