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Abstract. In this paper a short overview on recent research efforts for
digital media analysis and description using neural networks is given.
Neural networks are very powerful in analyzing, representing and clas-
sifying digital media content through various architectures and learning
algorithms. Both unsupervised and supervised algorithms can be used
for digital media feature extraction. Digital media representation can
be done either in a synaptic level or at the output level. The specific
problem that is used as a case study for digital media analysis is the
human-centered video analysis for activity and identity recognition. Sev-
eral neural network topologies, such as self organizing maps, independent
subspace analysis, multi-layer perceptrons, extreme learning machines
and deep learning architectures are presented and results on human ac-
tivity recognition are reported.
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1 Introduction

Recent advances in technological equipment, like digital cameras, smart-phones,
etc., have led to an increase of the available digital media, e.g., videos, captured
every day. Moreover, the amount of data captured for professional media produc-
tion (e.g., movies, special effects, etc) has dramatically increased and diversified
using multiple sensors (e.g., 3D scanners, multi-view cameras, very high qual-
ity images, motion capture, etc), justifying the digital media analysis as a big
data analysis problem. As expected, most of these data are acquired in order
to describe human presence and activity and are exploited either for monitoring
(visual surveillance and security) or for personal use and entertainment. Basic
problems in human centered media analysis are face recognition [1], facial expres-
sion recognition [2] and human activity recognition [3]. According to YouTube
statistics1, 100 hours of video are uploaded by the users every minute. Such a
data growth, as well as the importance of visual information in many applica-
tions, has necessitated the creation of methods capable of automatic processing

1 http://www.youtube.com/yt/press/statistics.html
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and decision making when necessary. This is why a large amount of research
has been devoted in the analysis and description of digital media in the last two
decades.

Artificial Neural Networks (NN), played an important role towards the di-
rection of developing techniques which can be used for digital media analysis,
representation and classification. Beyond the methods that will described in
more detail in the rest of the paper we should note recent developments in the
area of deep learning neural networks [4]. Deep learning architectures have been
successfully used for image retrieval [5], natural language processing [6], large
scale media analysis problems [7], and feature learning [8]. Among the archi-
tectures used in deep learning are Deep and Restricted Boltzmann Machines,
Auto-encoders, Convolutional neural networks, Recurrent neural networks, etc.

As it will be described in the following sections, NN-based techniques can be
exploited in order to properly describe digital media, extract semantic informa-
tion that is useful for analysis and make decisions, e.g., decide in which category
(class) a video belongs to. We will discuss these steps in the context of two
important applications, i.e., human action recognition and person identification
from videos.

2 Problem Statement

Let us assume that a video database U contains NT videos depicting human
actions. Let us also assume that these videos have been manually annotated,
i.e., they have been classified according to the performed action and/or the ID
of the persons appearing in each of them. Thus, each video i depicting a human
action, called action video hereafter, is accompanied by an action class and a
person ID label, αi and hi, respectively. We would like to employ these videos,
as well as the corresponding labels αi, hi, i = 1, . . . , NT , in order to train an
algorithm that will be able to automatically perform action recognition and/or
person identification, i.e., to classify a new, unknown, video to an action and/or
a person ID class appearing in an action class set A and/or a person ID set P,
respectively.

The above described process is, usually, performed in two steps, as illustrated
in Figure 1. The first one exploits an appropriate action/person description in
order to determine a convenient video representation. The second one exploits
the obtained video representation in order to determine action class and person
ID models that will be used for the classification of a new (test) video.

3 Video Representation

Video representations aiming at action recognition and person identification ex-
ploit either global human body information, in terms of binary silhouettes cor-
responding to the human body video frame locations, or shape and motion in-
formation appearing in local video locations. In the first case, action videos are
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Fig. 1: Processing steps frequently used by action recognition and person identi-
fication methods.

usually described as sequences of successive human body poses, as illustrated in
Figure 2.

Fig. 2: Action ’walk’ described by using binary human body silhouettes.

By using such an action video representation, it has been shown that, in the
case of everyday actions, both action recognition and person identification can
be simultaneously performed [9, 10]. The adopted action video representation
involves the determination of D human body pose prototypes vd, d = 1, . . . , D.
This is achieved by training a self-organizing NN (Self-Organizing Map) exploit-
ing the human body poses pij of all the training action videos appearing in U .
Its training procedure involves two phases:

– Competition: For each of the training human body pose pij , its Euclidean
distance from every SOM neuron vd is calculated. Wining neuron is the one
providing the smallest distance, i.e.:

d∗ = arg min
d
‖ pij − vd ‖2. (1)

– Co-operation: Each SOM neuron is adapted with respect to its lateral
distance from the winning neuron hd, i.e.:

vd(n+ 1) = vd(n) + η(n)hd(n)(pi − vd(n)), (2)

where hd(n) is a function of the lateral distance rd∗,d between the winning
neuron d∗ and neuron d, η(n) is an adaptation rate parameter and n refers
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to the algorithms training iteration. Typical choice of hd(n) is the Gaussian

function hd(n) = exp
(
− r2d∗,d

2σ2(n)

)
.

An example SOM obtained by using action videos depicting eight persons per-
forming multiple instances of five actions is illustrated in Figure 3. As can be
seen, the SOM neurons correspond to representative human body poses dur-
ing action execution captured from different view angles. Furthermore, it can
be observed that each SOM neuron captures human body shape properties of
different persons in U . For example, it can be seen that neuron {6, G} depicts
a man waving his hand and from a frontal view, while neuron {10, I} depicts a
woman jumping from a side view.

Fig. 3: A 14 × 14 SOM obtained by using action videos depicting eight persons
performing multiple instances of actions walk, run, jump in place, jump forward
and wave one hand.

After SOM determination, each human body pose pij is mapped to the so-
called membership vector uij = [uij1, . . . , uijD]T encoding the fuzzy similarity
between pij with all the human body prototypes vd, according to a fuzzification
parameter m > 1:

uijd = (‖pij − vd‖2)
2

m−1 . (3)
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Finally, each action video i, consisting of Ni video frames, is represented by the
so-called action vectors si ∈ RD:

si =
1

Ni

Ni∑
j=1

uij
‖uij‖1

. (4)

Regarding video representations exploiting local video information, a popular
choice is to use overlapping 3D video blocks, where the third dimension refers
to time, in order to learn representative 3D blocks describing local shape and
motion information. Independent Subspace Analysis (ISA) has been proposed
to this end in [11]. An ISA network can be considered to be a neural network
consisting of two layers, with square and square-root nonlinearities in the first
and second layer respectively. Let us denote by xt a given training input pattern.
The activation function of each second layer unit is given by:

pi(xt; U,V) =

 m∑
k=1

Vik

 m∑
j=1

Ukjxtj

2


1
2

. (5)

Parameters U are learned through finding sparse representations in the second
layer by solving:

maximize
W

T∑
t=1

m∑
i=1

pi(xt; U,V) (6)

subject to : UUT = I

U, V in (5), (6) are matrices containing the weights connecting the input data
to the first layer units and the units of the first layer to the second layer units,
respectively. In order to reduce the computational cost of the training process,
PCA is performed in order to reduce the dimensionality of the input data. In
order to learn high-level concepts, a convolution and stacking technique is em-
ployed. According to this, small input patches are employed in order to train an
ISA network. Subsequently, the learned network is convolved with a larger re-
gion of the input video. The convolved responses are fed to another ISA network.
Example filters learned from video frames depicting traditional Greek dances are
illustrated in Figure 4 [12].

After training the two-layered ISA network by following the above described
procedure, action videos are represented by using the Bag of Features (BoFs)
model. That is, the responses of the ISA network corresponding to all the train-
ing action videos are clustered in order to determine a set of K representative
ISA features, which form the so-called codebook. Finally, each action video i is
represented by the corresponding histogram si ∈ RK calculated by employing
the obtained codebook.



6 Neural Networks for Digital Media Analysis and Description

Fig. 4: Filters learned by the ISA algorithm when trained on video frames depict-
ing traditional Greek dances.

4 Video Classification

By following either of the above described procedures, each training action video
is represented by the corresponding action vector si. That is, action video clas-
sification has been transformed to the corresponding action vector classification
task. Feedforward Neural Networks have been widely adopted to this end, due
to their ability to universally approximate any continuous target functions in
any compact subset X of the Euclidean space RD [13, 14].

A Multi-layer Perceptron (MLP), i.e., a Feedforward NN consisting of D in-
put (equal to action vectors dimensionality) and NA output neurons (equal to
the number of classes forming the classification problem), has been employed to
this end in [9] for human action recognition. In the training phase, training ac-
tion vectors si accompanied by the corresponding action class labels αi are used
in order to define MLP weights W by using the Backpropagation algorithm [13].
Action class labels αi are employed in order to set the corresponding network tar-
get vectors ti. For each of the action vectors, MLP response oi = [oi1, . . . , oiNP

]T

is calculated by:
oik = fsigmoid

(
wT
k si
)
, (7)

where wk is a vector containing the MLP weights corresponding to output k.
The training procedure is performed in an on-line form, i.e., adjustments of the
MLP weights are performed for each training action vector. After the feed of a
training action vector si and the calculation of the MLP response oi the weight
connecting neurons i and j follows the update rule:

∆Wji(n+ 1) = c∆Wji(n) + ηδj(n)ψi(n), (8)

where δj(n) is the local gradient for neuron j, ψi is the output of neuron i,
η is the learning rate parameter and c is a positive number, called momentum
constant. This procedure is applied until the Mean Square Error (MSE) between
the network output vectors oi and the network target vectors ti falls under an
acceptable error rate ε.

Single-hidden Layer Feedforward Neural (SLFN) networks have been adopted
for action recognition and person identification in [10, 16–18]. A SLFN network
consists of D input, L hidden and NA output neurons, as illustrated in Figure
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5. In order to perform fast and efficient network training, the Extreme Learning
Machine (ELM) algorithm [15] has been employed in [16].

Fig. 5: SLFN network topology.

In ELM, the network’s input weights Win and the hidden layer bias values
b are randomly assigned, while the output weights Wout are analytically calcu-
lated. Let vj denote the j-th column of Win and wk the k-th column of Wout.
For a given activation function Φ(), the output oi = [o1, . . . , oNA

]T of the ELM
network corresponding to training action vector si is calculated by:

oik =

L∑
j=1

wT
k Φ(vj , bj , si), k = 1, ..., NA. (9)

By storing the hidden layer neurons outputs in a matrix Φ, i.e.:

Φ =

 Φ(v1, b1, s1) · · · Φ(v1, b1, sNT
)

· · ·
. . . · · ·

Φ(vL, bL, s1) · · · Φ(vL, bL, sNT
)

 , (10)

Equation (9) can be written in a matrix form as O = WT
outΦ. Finally, by

assuming that the network’s predicted outputs O are equal to the network’s
desired outputs, i.e., oi = ti, and using linear activation function for the output
neurons, Wout can be analytically calculated by Wout = Φ† TT , where Φ† =(
ΦΦT

)−1
Φ is the Moore-Penrose generalized pseudo-inverse of ΦT and T =

[t1, . . . , tNT
] is a matrix containing the network’s target vectors.

A regularized version of the ELM algorithm has, also, been used in [10, 17].
According to this, the network output weights Wout are calculated by solving
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the following optimization problem:

Minimize: LP =
1

2
‖WT

out‖F +
c

2

NV∑
i=1

‖ξi‖22 (11)

Subject to: φTi Wout = tTi − ξTi , i = 1, ..., NT , (12)

where ξi is the training error vector corresponding to action vector si, φi denotes
the i-th column of Φ, i.e., the si representation in the ELM space, and c is a
parameter denoting the importance of the training error in the optimization
problem. By substituting the condition (12) in (11) and solving for ϑLP

ϑWout
= 0,

Wout can be obtained by:

Wout =

(
ΦΦT +

1

c
I

)−1
ΦTT , (13)

or

Wout = Φ

(
ΦTΦ +

1

c
I

)−1
TT . (14)

where I is the identity matrix.
Exploiting the fact that the ELM algorithm can be considered to be a non-

linear data mapping process to a high dimensional feature space followed by lin-
ear projection and classification, the Minimum Class Variance ELM (MCVELM)
algorithm has been proposed in [18] for action recognition. MCVELM tries to
simultaneously minimize the network output weights norm and within-class vari-
ance of the network outputs. The network output weights Wout are calculated
by solving the following optimization problem:

Minimize: LP =
1

2
‖S1/2

w WT
out‖F +

c

2

NV∑
i=1

‖ξi‖22 (15)

Subject to: φTi Wout = tTi − ξTi , i = 1, ..., NT , (16)

and the network output weights are given by:

Wout =

(
ΦΦT +

1

c
Sw

)−1
ΦTT . (17)

Sw in (15), (17) is the within-class scatter matrix of the network hidden layer
outputs, i.e., the representation of si in the so-called ELM space. Two cases have
been exploited. In the case of unimodal action classes, the within-class scatter
matrix is of the form:

Sw =

NA∑
j=1

NV∑
i=1

βij
Nj

(φi − µj)(φi − µj)
T . (18)

In (18), βij is an index denoting if training action vector si belongs to action class

j, i.e., βij = 1, if ci = j and βij = 0 otherwise, and Nj =
∑NV

i=1 βij is the number
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of training action vectors belonging to action class j. µj = 1
Nj

∑NV

i=1 βijφi is the

mean vector of class j in the ELM space.

In the case of multi-modal action classes, the within-class scatter matrix is
of the form:

Sw,CDA =

NA∑
j=1

bj∑
k=1

NV∑
i=1

βijk(φi − µjk)(φi − µjk)T

Njk
. (19)

Here, it is assumed that class j consists of bj clusters, containing Njk, j =
1, ..., NA, k = 1, ..., bj action vectors each. βijk is an index denoting if action

vector si belongs to the k-th cluster of action class j and µjk = 1
Njk

∑NV

i=1 βijkφi
denotes the mean vector of the k-th cluster of class j in the ELM space.

By exploiting the fast and efficient ELM algorithm for SLFN network train-
ing, a dynamic classification schemes have been proposed for human action recog-
nition in [19]. It consists of two iteratively repeated steps. In the first step, a
non-linear mapping process for both the training action vectors and the test
sample under consideration is determined by training a SLFN network. In the
second step, test sample-specific training action vectors selection is performed
by exploiting the obtained network outputs corresponding to both the train-
ing action vectors and the test sample under consideration. SLFN-based data
mapping and training action vectors selection are performed in multiple levels,
which are determined by the test-sample under consideration. At each level, by
exploiting only the more similar to the test sample training action vectors, the
dynamic classification scheme focuses the classification problem on the classes
that should be able to discriminate. A block diagram of the above described
dynamic classification scheme is illustrated in Figure 6.

Fig. 6: SLFN-based dynamic classification scheme.

Considering the fact that after performing multiple data selections for a level
l > 1 the cardinality of the training action vectors set that will be used for SLFN
network training will be very small compared to the dimensionality of the ELM
space, the regularized version of ELM algorithm (13) has been employed in [19].
In order to avoid the determination of the number of hidden layer neurons at
each level l, the regularized version of ELM algorithm (14) has been employed.
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In this case, the network output vector corresponding to si is obtained by:

oi = WT
out φi = T

(
Ω +

1

c
I

)−1
Ki, (20)

where Ki = ΦTφi, Ω = ΦTΦ are the kernel matrices corresponding to si and
the entire SLFN training set, respectively. Thus, in this case the ELM space
dimensionality is inherently determined by exploiting the kernel trick [21] and
needs not be defined in advance.

Experimental results in real video data using all the previously presented
methods can be found in the corresponding references. The results indicate that
various neural network topologies can be used for solving difficult tasks, such as
video analysis and semantic information extraction in digital media. The results
obtained indicate that neural networks are among the state-of-the-art solutions
for digital media analysis, representation and classification.

5 Conclusion

In this paper a survey on neural networks based methods for digital media
analysis and description is presented. Neural Networks are very powerful both on
analysing/representing and on classifying digital media content. The semantic
information of focus is the human activity and identity and the problem used
as case-study is activity recognition and person identification from video data.
The presented approaches are generic and can be easily used for other semantic
concepts, especially those that involve human presence in digital media content.
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