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ABSTRACT

Recognition of folk dances i.e. classification of dance videos
according to the specific dance depicted can be considered a
challenging sub task within the general activity recognition
area because of the large number of different dances, the
similarities among them and the different styles a dance can
be performed. A method able to identify various folk dances
is very important for analyzing and annotating multimedia
databases of such dances thus helping the preservation of
folk dance culture. In this paper, we deal with recognition
of Greek folk dances. Clustering is applied on input features
to extract a codedbook and a bag of words approach is ap-
plied. An SVM classifier is used for the classification. Two
state of the art methods for feature extraction are used and
compared. The method is applied on two folk dances from
the Western Macedonia region.

Categories and Subject Descriptors

1.2 [Artificial Intelligence]: Vision and Scene Understand-
ing—Motion; 1.4 [Image Processing and Computer Vi-
sion]: Scene Analysis

1. INTRODUCTION

Activity recognition is an active research topic that deals
with the process of labeling a motion sequence with respect
to the depicted motions. Activity recognition is very im-
portant for various applications such as video surveillance,
video annotation, human computer interaction etc. Most of
the proposed algorithms for activity recognition deal with
everyday activities such as walking, running, jumping etc.
A great amount of research has been performed on activity
recognition. A survey of activity recognition approaches can
be found in [7], [9], [2]. Many methods of activity recogni-
tion use global representations whilst others extract features
from local areas. Classification can be performed by many
ways, such as nearest neighbour, SVM, HMM, dynamic time
wrapping etc. However dancing is a very wide motion class
and thus recognition of dances i.e. classification of dance
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videos according to the depicted dance, is considered as a
different research field. There are a lot of dances that can be
recognized as different activities such as tango, breakdance,
waltz etc. Although video based activity recognition is a
very active research field, research on dance recognition is
very limited. Samanta et al. in [8] propose a method for
classifying Indian Classic Dances. The authors propose a
pose descriptor to represent each frame of a sequence. The
descriptor is based on histogram of oriented optical flow,
in a hierarchical manner. The pose basis is learned using
an on-line dictionary learning technique and each video is
represented sparsely as a dance descriptor by pooling pose
descriptor of all the frames. Finally, dance videos are classi-
fied using support vector machine (SVM) with intersection
kernel. Two methods for dance pose recognition (which is a
task related to dance recognition) are presented in [6], [1].

In this paper we use a bag of words approach to perform
folk dance recognition. K-means is applied on features ex-
tracted from the training data to create a codebook. Then
vector quantization is applied and a histogram over the code
words for each sequence is created. Finally, an SVM classi-
fier with x? kernel is applied on the histograms for classifi-
caiton. For feature extraction, two state of the art methods
that generate features suitable for activity recognition were
used and compared. The first one, proposed by Le et. al
[5], extends the Independent Subspace Analysis algorithm to
learn spatio-temporal features from video data. The second,
proposed by Laptev et. al [4], detects spatio-temporal inter-
est points using an extension of the Harris detector (Har-
ris3D).

2. PROBLEM STATEMENT

Folk music and folk dances constitute a significant part
of the folk heritage around the world. The preservation of
the folk music and choreographies and their dissemination
to the younger generations is a very important issue since
folk dances form an important part of a country’s or region’s
history and culture.

Greece has a great tradition of folk dances with differ-
ent rhythms and dancing styles in different regions of the
country. A great variety of dances exists even within a spe-
cific region. The recordings of such dances are often of low
quality and with no annotation. There are many dancing
groups performing various dances in various festivals how-
ever cataloging and recording of folk dances e.g. in a cen-
tral annotated video database of folk dances is very scarce.
Moreover, some folk dances are known only to some senior
citizens and the danger of their choreographies being forgot-



ten is existent. An annotated folk dances database will be
of great importance for educational, research and cultural
heritage preservation purposes. Such a database will help
the youngsters to stay in touch with their cultural heritage
and increase their awareness for it.

A system that can perform dance recognition from a video
is very important for the creation and the annotation of a
multimedia database. Folk dances recognition and classic
activity recognition bear important similarities such as the
need of robust feature extraction and the selection of a good
classifier, but the two tasks have also differences mainly in
the input data. First of all, Greek folk dances are mostly
group, circular dances so a recognition method has to take
into account that there are multiple subjects (dancers) in a
video. Furthermore, the long skirts of the women dancers
hide the legs making the recognition more difficult as shown
in Figure 1. In addition, the traditional costumes may dif-
fer from place to place and between various dancing groups
making activity recognition methods that rely on appear-
ance less effective. Also many folk dances have similar steps
and tempo, so the recognition between them is a challeng-
ing task. In addition, in certain geographical areas such as
Western Macedonia, the tempo of some folk dances changes
from slow to fast with, sometimes, a change in the steps of
the dance, making the recognition even harder because of
the significant inter-class variation. Moreover, the dances
can take place either indoors or outdoors as shown in Fig-
ure 2. Finally recognizing folk dances on recordings from
folk festivals and fairs is very difficult since a lot of amateur
dancers participate and the scene is often very crowded as
can be seen in Figure 3. In summary, folk dance recognition
can be considered as a more challenging research field than
general activity recognition.

Figure 1: Women dancers wearing long skirts.

3. METHOD DESCRIPTION

The aim of this paper is to apply a recognition framework
used in general activity recognition on the specific sub task
of folk dance recognition. More specifically, we aim to check
whether such an approach can operate sufficiently on folk
dance videos. Moreover a comparison of the performance of
two different state of the art feature extraction approaches
are presented.

Feature vectors are used to represent the video data. K-
means is applied on feature vectors to create a codebook
consisting of the centroids vq,c = 1,--- ,C where C is the
number of the K-means clusters. Each centroid represents
a code word of the codebook. Then, the feature vectors are
mapped to its closest code word using Fuclidian distance.
Next for each training sequence the frequency of appearance
of every codeword is computed and thus, a histogram for
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Figure 2: Greek folk dances performed by profes-
sional dancing groups: a) Lotzia dance performed
indoors, b) Lotzia dance performed outdoors.

Figure 3: Greek folk dance performed by many am-
ateur dancers in a festival.

each sequence that characterizes is formed.

For an unlabeled dance video sequence the same proce-
dure is used, thus, the feature vectors of the test sequence
are mapped to the closest codewords of the codebook and
the histogram of codewords that characterizes the test se-
quence is formed. Then, an SVM classifier trained using the
histograms of the training set is used for the classification.
We used a non-linear SVM with x?-kernel [3]:

2
3],' — (Qtest, 7,)
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(1)

where C' is the codebook size and s;; and giest,i are the
values of the i-th bin for the histogram s; of the j-th training
sequence and the test sequence histogram q¢est, respectively.
The above method is a bag of words approach proposed in
[10] for evaluating features for activity recognition. We used
this method to compare two types of features proposed in
[5] and [4] in folk dances recognition. These features are
described in the following.

Le et al. use Independent Space Analysis (ISA) to learn
unsupervised features from a video. An ISA network can be
described as a two-layered network with square and square-
root nonlinearities in the first and second layer respectively.
In more detail:
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is the activation of each second layer unit given an in-
put pattern x’. Parameters W are learned through sparse
representation in the second layer by solving:
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where W € ®**™ is the matrix that contains the weights
connecting the input data to first layer units and V € ™"
is the matrix that contains the weights connecting the units
of the first layer to second layer units.

Le et al. use 3D video blocks (patches) as input to the first
layer of the neural network. In order to reduce the cost of the
algorithm, they use small patches and convolve the trained
network by overlapping the first layer trained features to
compute the input of the second layer of the network. PCA
is used as a preprocessing step to reduce the dimension of the
input data. Finally, they combine features from both layers
and use them for classification. Their method is trained
using a batch projected gradient descent. Examples of first
layer’s learned features are shown in Figure 4.

B L R g
EEE=E

Figure 4: Examples of two ISA features learned from
folk dances data (size of the video block: 8 x 8 x 5).

Laptev et al. in [4] propose a method that is based on
the evaluation of Space-Time Interest Points (STIPS) from
each action video and their description by a set of His-
tograms of Oriented Gradients/Histograms of Optical Flow
(HOG/HOF) descriptors, which refer to local shape and mo-
tion. The authors employ the Harris3D detector, which was
proposed by Laptev and Lindeberg in [3], in order to detect
video locations where the image intensity values undergo sig-
nificant spatio-temporal changes. Harris3D extends the Har-
ris interest point detector and the basic idea is to extend the
notion of interest points in the spatial domain, by requiring
the image values in local spatio-temporal volumes to have
large variations along both spatial and temporal directions.
Points with such properties are STIPS and they correspond
to local spatio-temporal neighbourhoods with non-constant
motion. The authors construct the linear scale-space repre-
sentation of spatio-temporal image sequence f, by convolu-
tion of f with an anisotropic Gaussian kernel, with indepen-
dent spatial and temporal scale values o and 7.

L=(507,70) =g(50i,7) % f(-) (4)
Then, they consider a spatio-temporal second-moment ma-
trix M at each video point, which is a 3 X 3 matrix com-
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posed of first order spatial and temporal derivatives averaged
with a Gaussian function g(-;07,77), with 07 = sof and
72 = s77. The final locations of space-time interest points
are given by local maxima of H = det(M) — ktrace*(M),
H > 0. The HOG/HOF descriptors are used to compute his-
tograms of oriented gradient and optical flow, accumulated
in space-time volumes in the neighbourhood of detected in-
terest points. The size of each volume is related to the de-
tection scales by Az, Ay = 2ko and A; = 2k7. Each volume
is subdivided into a n; X ny X ns grid of cuboids and for each
cuboid, histograms of gradient orientations and histogram of
optical flow are computed. Finally, normalized histograms
are concatenated into HoG, HoF as well as HoG/HoF de-
scriptor vectors. Sample STIPs detected in a folk dance
video are shown in Figure 5.

Figure 5: Spatio temporal interest points detected
in a folk dance video: a) Lotzia dance performed
outdoors, b) Capetan Loukas dance performed out-
doors.

4. EXPERIMENTAL RESULTS

The features proposed in [5] and [4] were tested in stan-
dard datasets for classic activity recognition. We have tested
these features within the recognition framework presented
in the previous section on a small set of videos of Greek
folk dances in order to verify the ability of these feature
extraction methods to cope with the particularities of folk
dance recognition. The dataset contains 4 videos of 2 Greek
folk dances, namely Lotzia and Capetan Loukas. More pre-
cisely, 1 video from Lotzia and 1 video from Capetan Loukas
(Figure 2), both performed by professional dancing groups
indoors were used for training and the other 2 videos, per-
formed outdoors, were used for testing. The difference in
recording conditions (indoor/outdoor) between the training
and testing videos makes the recognition setup more realis-
tic but also more challenging. The indoor videos of Lotzia
and Capetan Loukas were temporally segmented into over-
lapping clips of duration 80 to 100 frames each resulting to
78 and 113 clips respectively. The same procedure was used
for the outdoors videos resulting to 102 and 107 clips re-
spectively. Thus the training and test set consisted of 191
and 209 clips respectively. The two methods were tested for
various numbers of K-means clusters C' and the best results
are presented in Table 1.

Table 1: Comparison of classification performance

on the folk dances dataset.
Method Classification Rate | Number of clusters
ISA [5] 89.47% 2000
STIP [4] 87.08% 30




As can be seen in Table 1 features extracted from ISA
method outperform the STIPS features by almost 2%. De-
spite the fact that there are only two different dance classes
the importance of achieving a sufficiently high recognition
rate should not be underestimated since as mentioned in
Section 2 the task is a very challenging one. It is obvious
from Table 1 that the two methods achieve the best classi-
fication rate for very different number of clusters. This can
be attributed to the fact that STIP extracts feature vectors
only for interest points whereas ISA extracts such vectors in
a global manner.

S. CONCLUSIONS

In this paper, we deal with recognition of Greek folk dances.

Clustering is applied on input features to extract a coded-
book and a bag of words approach is applied. An SVM
classifier is used for the classification. Two state of the
art methods for feature extraction are used and compared.
The method is applied on two folk dances from the Western
Macedonia region. The results are very promising. Fusion
of the proposed features and experiments on much larger
datasets will be topics for future research.
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